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DeepLabCut



DNNs allow us to automate behavioral 
analysis of normal and injured mice 
Pre-Injury Post-Injury
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Single success - 1 second
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Performance of DNN is optimized through 
multiple parameters

Depth Training Error

Resnet50 ~4.60

Resnet101 ~4.00

Resnet152 ~4.00

Learning 
Rate

Training 
Error

Iterations

SGD 4.62 ~300k

Adam 4.13 ~100k

CLR 3.83 ~75k

Image 
Augmentation

Training Error

Default (adam, 
Resnet101)

4.62

Image Augmentation 3.90

Image Augmentation
+Tensorpack

3.83



Miniscule distortions can destroy even 
the most robust neural network



Training Error of DNN determines quality 
but not quantity of label outcomes

DNN Resnet101, Adam Resnet152, Adam+CLR, Tensorpack, Image Augmentation

Training Error 3.80 3.80



Future Directions: How to further prime 
the DNN to become foolproof

1. Augmenting image dataset 
through matrix transformations 
(rotations, shears, etc)

2. Extracting outlier frames
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