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Linear Model: Theory

Find linear filters that maximize measure of statistical 
independence (or sparseness) between filter outputs 
to natural images (e.g., Olshausen & Field, 1996; 
Bell & Sejnowski 1997)
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Linear Model: Theory

Olshausen & Field, 1996; Bell & Sejnowski 1997 
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Summary

- We’ve considered bottom-up scene statistics, efficient
coding, and relation of linear transforms to visual filters 

- This class: going beyond learning V1 like linear
filters



5

Beyond linear

• Filter responses as independent
as possible assuming a linear transform

• But are they independent?
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Bottom-up Joint Statistics
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Are    and    statistically independent?
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histo(X1 | X2 ≈ 0.1)
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and    are not statistically independent
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histo(x1 | x2 ≈ 0.1)
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Bottom-up Joint Statistics

Schwartz and Simoncelli, 2001
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Bottom-up Joint Statistics
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Bottom-up Statistics
Filter pair and different image patches…
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Bottom-up Statistics
Image patch and different filter pairs…
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Modeling filter coordination
Modeling filter coordination in images 

• Learning how more complex representations
build up from the structure of dependencies in 
images 

• Reducing dependencies further via nonlinear: 
divisive normalization – linking to spatial context 
effects (later)
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Modeling filter coordination in images 

What kind of complex representations?

Modeling filter coordination
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Modeling filter coordination in images 

What kind of complex representations?

1. In V1, eg complex cells
2. Higher visual areas

Modeling filter coordination
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Modeling filter coordination in images 

First what we know; then learning 
from dependencies in images

Modeling filter coordination
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More complex representations
In primary visual cortex (capturing an invariance)
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Beyond Primary Visual Cortex
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Beyond Primary Visual Cortex
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After Felleman and Van Essen, 1991

“each area is drawn with a size 
proportional to its cortical surface 
area, and the lines connecting the 
areas each have a thickness 
proportional to the estimated 
number of fibers in the connection. 
The estimate is derived by 
assuming that each area has a 
number of output fibers 
proportional to its surface area and 
that these fibers are divided among 
the target areas in proportion to 
their surface areas.” 
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What changes along the 
visual hierarchy?
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RF size increases at higher levels

Principle 1: Receptive field size increases at higher levels
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Beyond Primary Visual Cortex
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More complex representations
Example of V2 neurophysiology

Ito and Komatsu, 2005
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More complex representations
Example of V2 neurophysiology

Ito and Komatsu, 2005
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More complex representations
Example of V2 neurophysiology

Freeman, Ziemba, Heeger, Simoncelli, Movshon 2013

More complex representations 
 Example of V2 neurophysiology 

Freeman, Ziemba, Heeger, Simoncelli, Movshon 2013 

976 VOLUME 16 | NUMBER 7 | JULY 2013 NATURE NEUROSCIENCE
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We also made measurements on a subset of cells in which the stim-
uli were confined to each neuron’s classical receptive field. In V1, 
the modulation was near 0 for both classical receptive field–matched 
and large stimuli, though there was a small but significant reduction 
in modulation for the smaller stimuli (P < 0.05, t-test, Fig. 3c). In 
V2, there was a robust but incomplete reduction in modulation for 
the smaller stimuli (P < 0.0001, t-test, Fig. 3d), suggesting that the 
modulation in V2 depended partly, but not entirely, on interactions 
between receptive field center and surround. We found no evidence 
for a relationship in V2 between the modulation and commonly char-
acterized properties of early visual neurons, including surround sup-
pression, orientation tuning bandwidth, preferred spatial frequency, 
spatial frequency tuning bandwidth or parameters of the contrast 

sensitivity function (c50 and exponent) (all correlations P > 0.05). We 
therefore believe that our measurements reveal a hitherto unrecog-
nized dimension of visual processing in macaque V2.

Differentiating V2 from V1 in human
Given the reliable effect of higher-order image statistics on the 
responses of V2 neurons, we wondered if similar effects could be 
observed in humans using fMRI, which can capture large-scale 
 differential responses across visual areas24. We presented alternat-
ing blocks of naturalistic and noise stimuli, one texture family at 
a time, in the near-peripheral visual field while measuring blood-
oxygenation level dependent (BOLD) fMRI responses in visual 
cortex. Subjects performed a demanding task at the center of gaze 

Figure 2 Neuronal responses to naturalistic textures differentiate V2 from V1 in macaques. (a) Time course of firing rate for three single units in V1 
(green) and V2 (blue) to images of naturalistic texture (dark) and spectrally matched noise (light). Thickness of lines indicates s.e.m. across texture 
families. Black bar indicates the presentation of the stimulus; gray bar indicates the presentation of the subsequent stimulus. (b) Time course of firing 
rate averaged across neurons in V1 and V2. Each neuron’s firing rate was normalized by its maximum before averaging. Thickness of lines indicates 
s.e.m. across neurons. (c) Modulation index, computed as the difference between the response to naturalistic and the response to noise, divided by  
their sum. Modulation was computed separately for each neuron and texture family, then averaged across all neurons and families. Thickness of blue 
and green lines indicates s.e.m. across neurons. Thickness of gray shaded region indicates the 2.5th and 97.5th percentiles of the null distribution  
of modulation expected at each time point due to chance. (d) Firing rates for three single units in V1 (green) and V2 (blue) to naturalistic (dark dots) 
and noise (light dots), separately for the 15 texture families. Families are sorted according to the ranking in e. Gray bars connecting points are only  
for visualization of the differential response. Modulation indices (averaged across texture families) are reported in the upper right of each panel. Error 
bars indicate s.e.m. across the 15 samples of each texture family. (e) Diversity in modulation across texture families, averaged across all neurons.  
Error bars indicate s.e.m. across neurons. Gray bar indicates 2.5th and 97.5th percentiles of the null distribution of modulation expected due to 
chance. (f) Distributions of modulation indices across single neurons in V1 and V2. For each neuron, the modulation index for each texture family was 
computed on firing rates averaged in a 100-ms window following response onset, and modulation was then averaged across families.
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Zhou et al. von der Heydt, 2000; Zhaoping 2005

More complex: Figure ground
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Beyond Primary Visual Cortex
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More complex representations
Example of V4 neurophysiologyV4 responses: Tuning for form of intermediate complexity
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More complex representations
Example of V4 neurophysiology

More complex representations 
 Example of V4 neurophysiology 

The level of occlusion was quantified as the percentage of the RF area not
covered by the occluding dots (i.e., the “% unoccluded area”). In each
behavioral session, we always included no occlusion trials (100% unoc-
cluded area) and chose three to eight levels of occlusion such that the
lowest level of occlusion tested produced close to chance performance
(50% correct). With this random occluder placement strategy, the
amount of occlusion of any boundary feature differed on individual trials
even at the same level of occlusion, but was on average proportional to
!unoccluded area. Empirically, we found that 10 repeats at each occlu-
sion level was sufficient to produce smooth, monotonic psychometric
curves, implying that, on average, a greater fraction of the critical feature
was occluded for higher occlusion levels.

In each session, we chose two discrimination stimuli based on a de-
tailed characterization of the neuron’s shape preferences. We chose one
shape that evoked a strong response (preferred) and a second that evoked
a weak response (nonpreferred). We generally aimed to minimize differ-
ences in contour features across the pair of shapes. For example, discrim-
ination stimuli often differed only in a single localized region along the
shape’s boundary. For some neurons, this region was a contiguous por-
tion of the boundary spanning a 90° segment; for other neurons, this
region was larger (see Figs. 2, 3, 4 for example discrimination stimuli).
For a subset of neurons, the difference regions between preferred and

nonpreferred shapes were noncontiguous; for example, when the chosen
shapes included a square and a star (Fig. 2A, shapes #43 and #1). The
main motivation behind our stimulus selection criteria was to restrict the
subset of V4 neurons that could contribute to the behavioral discrimina-
tion, thereby increasing the potential influence of the neuron recorded in
any given session. For the example session shown in Figure 3, we could
have chosen shape #21 at 0° as the nonpreferred stimulus, but because
this shape differed from the preferred stimulus in more than one com-
ponent feature, we reasoned that a larger subset of V4 neurons could
contribute to discrimination performance. A final and important selec-
tion criterion was that the animal could discriminate the stimuli well (i.e.,
with !82% accuracy) when presented in the neuron’s RF in the absence
of occluders. Collectively, these selection criteria also ensured experi-
mental consistency across sessions. Note that for one neuron, we did not
perform a quantitative test of shape selectivity in the interest of time;
instead, we chose discrimination stimuli based on a qualitative assess-
ment of its preferences. Data from this neuron are not included in the
population results in Figures 7 , 8, 9, 10, and 13.

Each trial (Fig. 1A) began with the presentation of a fixation point at
the center of the screen. Once the animal acquired fixation, the reference
stimulus was presented at fixation for 600 ms, followed by a test stimulus
in the RF for 600 ms. Reference and test stimuli were separated by an

A

B C

D E F

Figure 2. Results from an example session showing matched neuronal and behavioral performance. A, Characterization of the neuron’s shape preferences; responses to 43 shapes (columns)
presented at eight rotations (rows) in a passive fixation task. Some shapes (#1, #36, and #43) were shown at fewer rotations due to rotational symmetry. The background intensity of each icon depicts
the average response to that shape. Responses were strongest for shapes containing a sharp convexity to the lower right. Shapes highlighted by red (preferred) and blue (nonpreferred) squares were
chosen as the discrimination stimuli. B–C, Response PSTHs (""10 ms) for the preferred and nonpreferred shapes at different occlusion levels (colored lines). Responses to the preferred shape were
strong when it was unoccluded (black; thin lines show SEM) and decreased with increasing occlusion level; the opposite occurred for responses to the nonpreferred shape. D–F, Comparison of
behavioral (gray) and neuronal (black) performance across occlusion level. Symbols indicate percentage correct performance at each occlusion level; lines are descriptive fits to the data (see Materials
and Methods). Neurometric curves were constructed based on responses in three counting windows; the psychometric curve is redrawn for visual comparison. Tick marks along the abscissa mark
neurometric and psychometric thresholds (black and gray, respectively).

8572 • J. Neurosci., June 18, 2014 • 34(25):8570 – 8584 Kosai, El-Shamayleh et al. • V4 and Shape Discrimination under Occlusion

From%Pasupathy%lab%(Kosai%et%al.%2014)%
Pasupathy lab (Kosai et al. 2014)
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Beyond Primary Visual Cortex
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More complex representations
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More complex representations

Quiroga et al. (2005) Nature 435: 1102



33
Reisenhuber and Poggio

Selectivity and tolerance increase 
at higher levels
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More complex representations

What about learning from
natural images beyond V1 
like filters ?
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Types of learning?
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Types of learning

• Unsupervised

• Supervised, discriminative

• (Reinforcement learning)
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• Some work on learning hierarchy across 
several layers with unsupervised approaches

• Large scale supervised, discriminative learning 
has had success in scene recognition in
recent years (eg, with Krizhevsky et al. 2012) 
from the machine learning perspective, and some 
studies have started linking to cortical processing

Deep learning and unsupervised
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Extensions to ICA

• from Hyvarinen and Hoyer; relax independence  
assumption; nearby units no longer independent; but  
different neighborhoods independent of one another…
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Extensions to ICA

• Hyvarinen and Hoyer
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• Hyvarinen book: shown smaller group of
dependent filters 

Extensions to ICA
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Complex cell

Relates to complex cells and invariances…
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Unsupervised learning

Lee, Ekanadham, NG, 2007:
• 2-layer sparse coding (first layer)
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Unsupervised learning

Lee, Ekanadham, NG, 2007:
• 2-layer sparse coding (second layer)
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Unsupervised learning

• Hosoya, Hyvarinen, 2015
• Significant dimensionality reduction via PCA

before expansive ICA on “complex cells”

representation in V1 seems tightly related to sparse coding of
natural images. However, beyond V1, whether such a relation-
ship exists or not is still unclear, despite a few preliminary studies
(Lee et al., 2008; Hosoya, 2012; Gutmann and Hyvärinen, 2013).

Here, we present a theoretical investigation connecting sparse
coding and neural representations in V2. The specific questions
are twofold. First, if V2 is assumed to perform sparse coding of
the output of V1, what are the emerging representations? Second,
which tuning properties in V2 can such a model explain? These
questions are important in particular because it is only relatively
recently that several response properties distinct from V1 have
been discovered in V2, and the precise nature of representations
is much less well understood compared with V1. In such a situa-
tion, theoretical predictions would provide valuable insight into
the actual neural representation.

To address the above questions, we trained a sparse coding
model that took as input the output of a fixed V1-like model,
which was in its turn fed a large variety of natural image patches as
input. We then compared the response properties in the model
and in actual macaque V2 with respect to the following three
experimental protocols used in past macaque neurophysiological

studies: (1) local orientation integration (Anzai et al., 2007); (2)
angle selectivities (Ito and Komatsu, 2004); and (3) length and
width suppression (Schmid et al., 2014). To gain further insight,
we introduced a new analysis technique to classify the model V2
units according to their excitatory and inhibitory organization of
local orientations and related these to the response properties.

We show that our model reproduced the aforementioned
three major experimental results qualitatively, quantitatively,
and robustly across various model variations. In addition, we
provide detailed interpretations of the experimental data based
on the modeling results, emphasizing the crucial role of a novel
type of model cell exhibiting “orientation-convergent excitation
with end inhibition” (potentially related to corner detection) in
reproducing tuning properties compatible with V2.

Materials and Methods
Model architecture. We used a three-layer feedforward network model
with the following architecture (Fig. 1A).

Layer 1 (“V1 simple”) was a Gabor filter bank receiving a grayscale
input image patch of size 32 ! 32 pixels. The bank was pre-fixed and had
all combinations of grid-arranged 6 ! 6 center locations (at intervals of 4

Figure 1. A, A three-layered network architecture consisting of Layer 1 representing model V1 simple cells, Layer 2 representing model V1 complex cells, and Layer 3 representing model V2 cells
(see Materials and Methods). B, Visualization scheme. A Layer 2 unit is drawn as an ellipse with the orientation and the size proportional to the orientation and the inverse of frequency of the
underlying Gabor filters, respectively. A Layer 3 unit is drawn as a set of ellipses corresponding to the Layer 2 units, with the colors indicating the normalized weight values (see the color bar). Only
the maximum positive and minimum negative weights are shown at each position. C, Illustration of five types of model units, overlaid with some parameters in the descriptive functions (see
Materials and Methods).

Hosoya and Hyvärinen • Statistical Model of Natural Images for V2 J. Neurosci., July 22, 2015 • 35(29):10412–10428 • 10413
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V2

Nonlinear transform
(e.g., flexible divisive 
normalization)

V1 model units

V2 model units
Linear transform
(e.g., PCA)

Cagli, Schwartz, 2013

Optimal normalization in first layer can 
help unsupervised learning of next layer



46 Cagli, Schwartz, 2013 (also Bowren, Sanchez Giraldo, Schwartz, 
VSS 2019; see also V2 model of Hosoya, Hyvärinen, 2015)

• Flexible normalization in V1 model units results in 
more sophisticated V2 units than with standard or 
no normalization 

Optimal normalization in first layer can 
help unsupervised learning of next layer

models to perform perceptual classification tasks. To
this aim, we computed the responses of populations of
V2 units to visual inputs and used them as inputs to a
linear classifier, which we trained with supervision and
tested on disjoint subsets of images. Below, we provide
the details for each database and task; we note here that
there are no extra free parameters in the V1 flexible
surround model that we fine-tune with supervision for
the classification tasks—the only free parameters are
the classifier weights, and there are the same number of
them for flexible, canonical, and no surround.

Object recognition

Object recognition tasks are usually formulated as a
multiway classification problem, i.e., given an image
that contains an object, what category does the object
belong to? The answer is produced by a classifier that
reads out the responses of the model neural population
and decides which class is the most likely to have
produced those responses. The classifier is trained on a
subset of images with supervision and tested on a
disjoint subset. This general approach is commonly
used to assess computer vision algorithms, and several
labeled databases have been made publicly available for
benchmarks. We used two popular examples, Cal-
tech101 (Fei-Fei, Fergus, & Perona, 2004) and NORB
(LeCun, Huang, & Bottou, 2004). Our implementation
used the steps detailed below, following common

practice in object recognition architectures (e.g.,
Jarrett, Kavukcuoglu, Ranzato, & LeCun, 2009).

The Caltech101 database contains photographic
images divided into 102 categories (101 object types
plus a background category). We converted the images
from RGB to grayscale, resizing the longest side to 164
pixels and padding the other side with zeros. We
preprocessed the patches by subtracting the pixel mean
and dividing by the pixel standard deviation across the
entire dataset. We then computed the responses of all
the V1 units with a given orientation preference. This
resulted, for each model and image, in a 164 by 164
map that we further cropped to 143 by 143 to eliminate
boundary artifacts, low-pass filtered (two by two
boxcar), and down-sampled to 71 by 71. We repeated
this procedure separately for each of the four V1
preferred orientations. We then created neighborhoods
comprising four orientations at nine by nine positions
(corresponding to subsampling every other pixel of an
18 by 18 spatial neighborhood, therefore doubling RF
size from V1 to V2), i.e., a 324-dimensional vector at
each of the central 52 by 52 positions. We transformed
these vectors by PCA to produce the 52 by 52 response
maps of the 324 V2 units. For each V2 unit, we then
low-pass filtered (six by six boxcar) and down-sampled
(four by four factor) and retained the center six by six
responses, which we eventually fed into a multinomial
logistic regression classifier as in Jarrett et al. (2009).
We trained the classifier using 30 randomly selected
images per category and then tested it on a disjoint set

Figure 5. Selectivity of V2 units following V1 flexible surround normalization. (A) Top left: PC number 4. Top right: the average of the
patches corresponding to the five maximal projection values across all images in the database; in the average, each patch is weighted
by the projection value. Bottom: the five maximal patches. The red square on the patches denotes the area seen by the PCs. (B
through D) Same as (A) for PCs 6, 7, and 8, respectively.

Journal of Vision (2013) 13(8):13, 1–20 Coen-Cagli & Schwartz 10

Downloaded From: http://jov.arvojournals.org/pdfaccess.ashx?url=/data/Journals/JOV/933547/ on 07/08/2015
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Cagli, Schwartz, 2013

Flexible normalization and perceptual
tasks: recognition

between the two categories in the database and therefore
not informative.

To assess the ability of our V2 units to perform this
task, we randomly sampled small patches from images
taken from the Berkeley Segmentation Dataset (http://
www.eecs.berkeley.edu/Research/Projects/CS/vision/
grouping/segbench/) for which ground truth informa-
tion about both object segmentation and figure ground
assignment are provided (http://www.eecs.berkeley.
edu/Research/Projects/CS/vision/grouping/fg/). We
then measured the performance of a logistic regression
classifier based on the outputs of the two-stage
architecture. We first sampled randomly 20 patches,
centered on contour elements, of size 39 by 39 pixels
from each of the 200 images. Each patch was rotated
such that the central segment of the contour was
oriented vertically as in Fowlkes et al. (2007). We
followed similar steps as for the object recognition
tasks, but we used different neighborhood sizes and
down-sampling steps. The neighborhoods comprised
four orientations and five by five positions (corre-
sponding approximately to subsampling every fourth
pixel of a 20 by 20 spatial neighborhood, again
resulting in a doubling of RF size from V1 to V2), i.e., a
100-dimensional vector at each of the center three by
three positions. These vectors were transformed by
PCA and fed into a logistic regression classifier as in
Fowlkes et al. (we considered also a linear support
vector machine but did not find large differences). We
trained the classifier with 90% of the data (a few data
points were removed to have the same number of points

for each class in the training set) and computed the
percentage of correct responses on the remaining 10%.

Figure 8A shows the cross-validated performance
obtained using the different V1 models and different
numbers of PCs. The performance level achieved by the
flexible surround (76%) was larger than the values
reported in Fowlkes et al. (2007), using a combination
of the local cues described above (ranging between 52%
and 74%), and in Ren et al. (2006), using local
shapemes (approximately 65%). Interestingly, (a) only
the flexible surround, not the canonical surround,
performed significantly better than no surround in this
case, and (b) only the V2 populations based on flexible
surround and no surround, but not on canonical
surround, performed better than the corresponding V1
populations. Furthermore, many fewer components
were needed to reach the maximal performance when
using the flexible surround or no surround than when
using the canonical surround. This suggests that the
PCs learned by flexible and no surround models are
more informative for this task. We confirmed this in
two ways: First, Figure 8A shows that removing the top
40 to 60 PCs from those models decreases classification
performance close to chance as opposed to the
canonical surround model whose V2 stage contains a
large amount of information in the high-rank (low-
variance) modes of the covariance matrix. Second, we
quantified the importance of each PC for the classifi-
cation by the significance of the learned classifier weight
(i.e., the p value for the hypothesis that the weight is
different from zero): This measure correlated with the

Figure 7. Comparing object recognition performance based on the two stage models: Caltech 101 left: example images and the
corresponding class labels. (A) Correct classification rate on the test set as a function of the number of PCs included. Classification
rates are computed separately for each class and averaged across classes. Shaded areas denote SEM over seven random splits of
training and test sets. The leftmost symbols and error bars denote classification rate and SEM of the entire V1 population. (B)
Classification rate (mean and SEM) of the V2 populations followed by an additional nonlinear step, including divisive normalization
and/or z scoring.
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Flexible normalization and perceptual
tasks: figure-ground classification

Cagli, Schwartz, 2013

PC rank significantly more for the flexible surround
(68% c.i. of the median correlation [.37 .41]) than for
canonical ([.24 .25]) and no surround ([.20 .27]).

Discussion

We addressed the influence of V1 surround normal-
ization on the computations that take place down-
stream, using a modeling framework that explains
normalization from a principle of statistical optimality.
We focused on three specific issues: the correlations
between V1 responses, the emerging selectivity in V2,
and classification performance on perceptual tasks. On
all three, we found both qualitative and quantitative
differences when using versions of surround normali-
zation that were optimal (flexible surround) or subop-
timal (canonical surround) or when using no surround.
First, both versions of surround normalization reduced
substantially the correlations between V1 responses to
natural images. However, only the flexible surround
produced negative correlations between V1 units with
largely different orientation preferences and stronger
correlations between collinear than noncollinear units.
Second, differences in the V1 correlation structure
implied differences in the feature selectivity that
emerged at the next cortical stage in the models. With
the flexible surround, we found V2 units selective for
corners, Y-junctions, and texture boundaries; this is in
contrast to no surround (and to some extent canonical

surround) in which case the V2 units mainly pool
together the responses of V1 units of all orientation
preferences at each spatial location. Third, both
versions of normalization improved performance (over
no surround) in object recognition tasks, but the
canonical surround failed to do so in figure/ground
discrimination; our statistical modeling framework
provided insights into why sometimes canonical nor-
malization helps (a known empirical finding in com-
puter vision) and when it fails. Below, we discuss
further each of the three sets of results.

Correlations between V1 responses to natural
images

Many theoretical models of V1 RFs are based on
principles of efficiency or redundancy reduction (Bar-
low, 1961; Simoncelli & Olshausen, 2001; Zhaoping,
2006), according to which V1 (and, more generally,
sensory) neurons aim to produce responses to natural
inputs that are as independent as possible. Indeed
different flavors of this idea have shown that V1-like
linear RFs can be learned from natural images (e.g., Bell
& Sejnowski, 1997; Olshausen & Field, 1996). However,
natural images contain both (a) additional structure that
extends well beyond the V1 RF size (e.g., beyond the size
of the image patches used to train the above models) and
(b) higher-order dependencies that cannot be removed
by linear RFs (Schwartz & Simoncelli, 2001). Our
starting point here was the simple observation that such

Figure 8. Comparing figure/ground judgments based on the two-stage models. Left: example patches and the corresponding class
labels. (A) Correct classification rate on the test set as a function of the number of PCs included. Shaded areas denote SEM over
tenfold cross-validation. The leftmost points and error bars denote classification rate and SEM of the entire V1 population. (B)
Classification rate after removing PCs from the V2 population. The x-axis denotes the number of PCs removed, starting from the first
(the one with the highest variance). The dashed line represents chance level.
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Hierarchical ICA

• Everything we have seen thus far: Unsupervised 
Learning

• There is no supervision about what object is in
the image (eg, car versus tree)
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Large scale supervised, 
discriminative learning 
has had success in recent 
years (eg, with Krizhevsky
et al. 2012) 

Deep learning and unsupervised
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Taken from https://devblogs.nvidia.com/parallelforall/mocha-jl-deep-learning-julia/

“Neural networks are an old idea, so what 
is new now?”



52

Artificial neural networks regained 
popularity in 2012: what happened?

Krizhevsky et al. 2012
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Deep neural networks and the visual brain

• Very loosely based on the visual brain hierarchical structure
• Intriguing similarities to cortical neurons (Yamins and Di 

Carlo 2016; Kriegeskorte 2015)
• But also some (e.g., perceptual) failures
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a rectified linear threshold or a sigmoid, (iii) pooling, a nonlinear  
aggregation operation—typically the mean or maximum of local  
values13, and (iv) divisive normalization, correcting output values to 
a standard range17. Not all HCNN incarnations use these operations 
in this order, but most are reasonably similar. All the basic operations 
exist within a single HCNN layer, which is then typically mapped to 
a single cortical area.

Analogously to neural receptive fields, all HCNN operations are 
applied locally, over a fixed-size input zone that is typically smaller 
than the full spatial extent of the input (Fig. 1c). For example, on a 
256 × 256 pixel image, a layer’s receptive fields might be 7 × 7 pixels. 

Because they are spatially overlapping, the filter and pooling operations  
are typically ‘strided’, meaning that output is retained for only a  
fraction of positions along each spatial dimension: a stride of 2 in 
image convolution will skip every second row and column.

In HCNNs, filtering is implemented via convolutional weight shar-
ing, meaning that the same filter templates are applied at all spatial 
locations. Since identical operations are applied everywhere, spatial 
variation in the output arises entirely from spatial variation in the 
input stimulus. It is unlikely the brain literally implements weight 
sharing, since the physiology of the ventral stream and other sensory 
cortices appears to rule out the existence of a single master location in 
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Figure 1 HCNNs as models of sensory  
cortex. (a) The basic framework in which  
sensory cortex is studied is one of encoding—the process by which stimuli are transformed  
into patterns of neural activity—and decoding, the process by which neural activity generates  
behavior. HCNNs have been used to make models of the encoding step; that is, they describe  
the mapping of stimuli to neural responses as measured in brain. (b) The ventral visual pathway is the most comprehensively studied sensory cascade. 
It consists of a series of connected cortical brain areas (macaque brain shown). PIT, posterior inferior temporal cortex; CIT, central; AIT, anterior; 
RGC, retinal ganglion cell; LGN, lateral geniculate nucleus. DoG, difference of Gaussians model; T(•), transformation. (c) HCNNs are multilayer neural 
networks, each of whose layers are made up of a linear-nonlinear (LN) combination of simple operations such as filtering, thresholding, pooling and 
normalization. The filter bank in each layer consists of a set of weights analogous to synaptic strengths. Each filter in the filter bank corresponds to a 
distinct template, analogous to Gabor wavelets with different frequencies and orientations; the image shows a model with four filters in layer 1, eight in 
layer 2, and so on. The operations within a layer are applied locally to spatial patches within the input, corresponding to simple, limited-size receptive 
fields (red boxes). The composition of multiple layers leads to a complex nonlinear transform of the original input stimulus. At each layer, retinopy 
decreases and effective receptive field size increases. HCNNs are good candidates for models of the ventral visual pathway. By definition, they are image 
computable, meaning that they generate responses for arbitrary input images; they are also mappable, meaning that they can be naturally identified in a 
component-wise fashion with observable structures in the ventral pathway; and, when their parameters are chosen correctly, they are predictive, meaning 
that layers within the network describe the neural response patterns to large classes of stimuli outside the domain on which the models were built.

Box 1 Minimal criteria for a sensory encoding model 

We identify three criteria that any encoding model of a sensory cortical system should meet:
Stimulus-computability: The model should accept arbitrary stimuli within the general stimulus domain of interest;
Mappability: The components of the model should correspond to experimentally definable components of the neural system; and
Predictivity: The units of the model should provide detailed predictions of stimulus-by-stimulus responses, for arbitrarily chosen neurons in each 
mapped area.
These criteria may sometimes be in tension—insisting on mappability at the finest grain might hinder identifying models that actually work for complex 
real-world stimuli, since low-level circuit tools may operate best in reduced stimulus regimes. While seeking detailed models of neural circuit connec-
tivity in simplified contexts is important, if such models do not add up in the aggregate to accurate predictors of neural responses to real-world stimuli, 
the utility of their lower-level verisimilitude is limited.

P E R S P E C T I V E

figure'from'Yamins and'DiCarlo'2016
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Deep networks: supervised more
layers

Zeiler, Fergus 2014

824 M.D. Zeiler and R. Fergus
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Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.



55

Deep networks: supervised more
layers

Zeiler, Fergus 2014

824 M.D. Zeiler and R. Fergus

Layer 2

Layer 1

Layer 3

Layer 4 Layer 5

Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
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map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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down to pixel space using our deconvolutional network approach. Our reconstructions
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that cause high activations in a given feature map. For each feature map we also show
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parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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Deep networks: nonlinearities

The importance of nonlinearities (From Lee NIPS
2010 workshop; Jarrett, LeCun et al. 2009)
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Deep networks: nonlinearities

The importance of nonlinearities (From Lee NIPS
2010 workshop; Jarrett, LeCun et al. 2009)
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Deep networks: nonlinearities

The importance of nonlinearities (Jarrett, 
LeCun et al. 2009)
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• Turner, Sanchez Giraldo, Schwartz, Rieke, Nature 
Neuroscience 2019
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cortex. Many IT neurons exhibit high feature selectivity, i.e., they 
respond to specific objects and (famously) faces121.

The flow of signals from the retina to IT is characterized by the 
loss of a veridical representation of the retinal image: receptive 
fields become progressively larger and more complex, invariances 
to properties like object size and position emerge, and the appropri-
ate space to specify inputs (for example, inputs that produce simi-
lar responses of a given neuron) becomes increasingly difficult to 
identify. These transformations are challenging to describe using 
stimulus-based models. DNNs, however, have been more success-
ful. Interrogation of the architecture of DNNs trained on object 
classification suggests that invariances may arise from the pooling 
stages of the networks122,123. DNNs show an ability to generalize in 
two important ways: (i) they are able to classify images of objects 
not in the original training set, including adjusting their representa-
tion of inputs for different tasks through transfer learning124; and (ii) 
they capture several aspects of neural responses even though neural 
data is not used in training.

But DNNs are, of course, imperfect. For example, current DNN 
models fail to capture some aspects of human perception, such as 
insensitivity to perturbations to an image125,126. This behavior may 
arise from current DNN architectures operating in rather linear 
regimes127, and more biologically realistic saturating nonlinearities 
may improve performance128 (although see ref. 129). DNNs capture 
some but not all aspects of responses of neurons in midcortical  

layers120. Interpreting DNNs can also be difficult. Unlike more prin-
cipled efficient-coding approaches in which the form of the com-
putation itself (for example, divisive normalization or gain control) 
can be motivated by the computational goal, it is often not clear 
what feature of a supervised, discriminative DNN leads to a given 
level of performance. This sort of insight is more readily gleaned 
from shallower models that share many architectural features with 
DNNs (see, for example, refs 26,130).

Any insights that DNNs trained on high-level tasks like classifi-
cation provide about how the visual system computes comes from 
identifying, through learning, key statistical structures in the inputs 
that are important for performing the specific task used in train-
ing. Motivation for such an approach comes from convergent evolu-
tion of computations like motion detection in insect and vertebrate 
visual systems (see above). Given that DNNs are only loosely mod-
eled after visual circuits, a realistic expectation is that they identify 
the computational capabilities and limitations of specific architec-
tures rather than provide a literal model of how the visual system 
works. If the statistical structure of the inputs, rather than specific 
hardware constraints, dominates which computational strategies 
are effective for a given task, we might expect DNNs and neural 
systems to converge on similar computational algorithms even if 
the implementations of these algorithms differ due to differences 
in hardware.

Future directions
Understanding neural computation and coding in the context of 
naturalistic visual stimuli is a difficult problem. But the wealth of 
neurophysiological data about the visual system and the emergence 
of new computational tools for building and fitting models put 
us in a good position to make progress. Below we highlight a few 
emerging directions that we believe will help advance understand-
ing. Many of these approaches merge techniques and ideas from the 
stimulus- and goal-oriented frameworks discussed above.

Identifying key circuit mechanisms and integrate into models. 
A complete understanding of natural visual encoding entails build-
ing models that can accurately predict neural responses to natural 
scenes. We believe that a major reason for the shortcomings of cur-
rent models is that they lack key architectural and computational 
features present in biological circuits and that these features sub-
stantially shape neural responses. Certain model abstractions (for 
example, linearity of the receptive field) may be appropriate under 
some stimulus conditions but not others. At the same time, sim-
ply building models using realistic components is not likely to 
explain complex computations such as object recognition. Merging  
DNN techniques with more realistic biological circuitry offers one 
path forward.

DNNs’ components and connectivity are typically chosen 
largely based on the computational efficiency of learning using 
current optimization tools (for example, gradient descent). This 
can lead to architectures that lack key components of neural cir-
cuits. Identifying and incorporating biologically inspired compu-
tational motifs will help identify which motifs are important for 
specific computations—e.g., the computations characteristic of 
different stages of the visual hierarchy—and which motifs can be 
simplified without loss of performance. This in turn could lead to  
direct predictions about the mechanisms operating in the relevant 
neural circuits.

One indication of the potential benefits of such an approach 
comes from comparing physiologically based models of early visual 
areas (linear–nonlinear models with two forms of local normaliza-
tion) and layers of the Visual Geometry Group (VGG) network 
(which lack normalization): physiological models capture human 
sensitivity to image perturbations considerably better than DNNs131. 
A challenge is our current inability to identify which biological 
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Fig. 5 | DNNs reflect some, but not all, architectural and computational 
motifs found in neural circuits. Top: DNNs are composed of multiple 
connected layers. Several basic computations are performed within each 
layer. Bottom: examples of common circuit motifs and computations 
observed in neural circuits. Some of these examples are well-represented by 
many DNNs (for example, pooling and filtering), others can be included in 
DNNs but their precise nature and location are not necessarily well reflected 
(for example, rectification or normalization), and still others are under-
represented in most DNNs (for example, time-dependent nonlinearities).

NA TURE NEUROSCIENCE | VOL 22 | JANUARY 2019 | 15–24 | www.nature.com/natureneuroscience20

Incorporating biologically motivated 
computations into deep neural networks

• Sanchez Giraldo, Schwartz, 2019


