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Abstract

Having a set of benchmark problems is only half
the battle in evaluating and improving (and evaluat-
ing the improvement of!) research in an area. Addi-
tionally it is necessary for the benchmark problems
to be used appropriately, to evaluate the systems
and produce improvements. In the field of ATP, this
has in part been achieved by the CADE ATP Sys-
tem Competitions (CASC). We believe that having
CASC at CADE has produced substantial increases
in the performance of ATP systems, and has also
significantly improved the methodologies used for
evaluating ATP systems.

1 Introduction
Although advances in the underlying theory of a subdisci-
pline of AI can result in impressive increases in the perfor-
mance of systems that employ such an underlying theory, this
sometimes seems to be almost “by accident.” The reason for
this impression is that the increase in performance sometimes
seems to be a feature merely of the specific testing performed.
This impression is further strengthened when one notes that,
in general, a localized theoretical advance is only rarely suf-
ficient to increase the overall performance of any complex
system. As a result of these considerations, researchers who
make theoretical advances also need some way to demon-
strate that the advance really does have general, overall pos-
itive consequences for their system’s performance. One nat-
ural way to satisfy this desire is to have some set of bench-
mark problems to test the system, and to compare the perfor-
mance with that of the older system using these benchmarks.
An alternative suggestion, that a “randomly-chosen” set of
problems from the intended problem domain be selected and
the new system be compared to the older system on this set,
seems not to be appropriate in most areas of AI. This is be-
cause there is generally no notion of what the entire problem
space is, and therefore there is no well-defined notion of a
“randomly chosen” problem set.
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The notion of a set of “benchmark problems” for areas of
AI is often problematic, since in general it is not known what
is the full extent of the problems we desire to solve in the
area. Nonetheless, the notion of a set of benchmark problems
is, in principle, something that can be agreed upon, at least to
some extent, by researchers in the relevant area. It is easier to
construct this sort of test apparatus than it is to get an approx-
imation to a “randomly chosen set” of problems that repre-
sents the underlying reality of the problems in the area. Thus
a good general strategy, to be used in determining whether
an (apparent) theoretical advance in some area of AI really
represents an important contribution to the performance of a
system that embodies the advance, is to test the system on a
set of benchmark problems. If there are enough benchmark
problems, then we might be able to “randomly choose” only
some of these to test the system’s ability to deal adequately
with the entire set of benchmarks. Further thoughts on these
issues are in Section 12.

2 The TPTP Problem Library
The foregoing picture gives a perspective from which to view
the field of Automated Theorem Proving (ATP) as it has de-
veloped over the last four decades. Prior to six years ago,
research in ATP was characterized by researchers who did
self-evaluation of their systems and subsequently announced
that some new theoretical advance could, when added to their
system, prove such-and-so problem. Although there were
various attempts to construct lists of “test problems” (e.g.,
[Pelletier, 1986]), these were themselves constructed by indi-
vidual researchers and did not have the general backing of the
field (nor, it must be said, even of their own authors) as true
benchmark problems. Given all this, it was difficult to de-
termine which theoretical research efforts in the field of ATP
were really promising and which were merely “accidentally
interesting.” Impressive claims were made about individual
systems, but since there was no real way to compare systems
overall on problems agreed to be central, there was no way to
impartially evaluate these claims.

This state of affairs changed with the construction of TPTP
(Thousands of Problems for Theorem Provers,[Sutcliffe and
Suttner, 1998]), where published test problems are collected,
and to which researchers are encouraged to contribute new
problems as they are discovered or conceived. Many re-
searchers took the opportunity to think of what it was that
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they believed to be a representative set of benchmark prob-
lems, and this has led to the situation where the TPTP con-
tains pretty much all the problems that current researchers
think of as benchmarks. Of course, since the realm of “theo-
rems in logic” is infinite and not well-categorized into a finite
set of representative groups, the TPTP cannot really contain
all benchmark problems about “theorems of logic.” Instead it
contains those problems that are seen by today’s researchers
as being important tests. And of course it is growing con-
tinually as researchers add more and more problems. Thus,
although there is no such thing as a “representative random
sample” of theorems of first-order logic, there can be a set of
benchmark problems formed from the theoretical reflections
and practical interests of researchers in the area. The TPTP
is such a benchmark set. As mentioned, the TPTP is large
enough that there can also be representative sampling of the
problems such that solving a certain percentage of them jus-
tifies one in believing that a system could solve that same
percentage of all the problems in TPTP (within a certain con-
fidence level).

3 The CADE ATP System Competitions

Having a set of benchmark problems is only half the battle in
evaluating and improving (and evaluating the improvement
of!) research in an area. Additionally it is necessary for the
benchmark problems to be used appropriately, to evaluate the
systems and produce improvements. In the field of ATP, this
has in part been achieved by the CADE ATP System Com-
petitions (CASC). Each year since 1996, CASC has been run
at the CADE conference (CADE, the Conference on Auto-
mated Deduction, is the major forum for the presentation of
new research in automated deduction). We believe that hav-
ing CASC at CADE has produced substantial increases in the
performance of ATP systems, and has also significantly im-
proved the methodologies used for evaluating ATP systems.

Any contest is difficult to organize in the first instance and
then to run over the years. Unlike, say, the experience of the
chess community in initiating their computer chess contests,
the ATP community did not have a history of human tour-
naments to fall back on in designing its methodology, and
this further exacerbated the organizational difficulties. One
important decision made at the very beginning was that all
systems were to run autonomously, that is, without any hu-
man intervention. Arguably this rules out a number of very
interesting research efforts that involve cooperative investi-
gation of the proof process; but it was decided that since part
of the goal of the contest was to evaluate the systems them-
selves, it would not be an accurate investigation if different
people were also involved in the search for a proof by dif-
ferent systems. A second basic (and obvious) decision was
that the systems should all be evaluated using the same hard-
ware, supplied by the competition organizers. When a sys-
tem cannot run on the machines supplied for the contest – as
for instance when they ran over the web or they used spe-
cial hardware, e.g., Lisp machines or Macintoshes – they are
entered into a “demonstration version” of whatever division
they would otherwise be competing in.

This remainder of this paper describes evolution of CASC,

paying particular attention to its design, design changes, and
implementation, since these are indicative of the sort of con-
siderations that attempts to institute a contest in other areas
would experience. We believe that any other effort to em-
ploy benchmark problems in a competitive environment will
face similar experiences, and that for the most part these ex-
periences are salutary. Not only does the contest evaluate the
relative capabilities of the systems in the area – CASC accu-
rately describes the relative capabilities of the various ATP
systems – but a contest, no matter what the field, has other
effects both on the relevant community (where it provides an
inspiring environment for personal interaction among the re-
searchers) and also on the wider community (by exposing the
systems to researchers outside the narrow group, and by in-
troducing new or isolated researchers to the mainline of re-
search). It also has the effect of stimulating research in the
general area because of this wider exposure. All these con-
sequences have been evidenced in the ATP community as a
result of CASC.

4 Classes of Benchmark Problems
The problems in TPTP are characterized in three fundamen-
tally different ways. The first dimension is concerned with
how “difficult” they are, as judged by the number of known
ATP systems that can provide solutions to them[Sutcliffe and
Suttner, 2000]. On this dimension we find problems ranging
from “solvable essentially by all systems” to “not solvable
by any current system” and even beyond this to “not known
whether or not it is solvable.” The rankings here are real num-
bers from 0 to 1, and of course this numerical feature changes
over time as the ATP systems improve. CASC limits itself to
problems that are (expected to be) solvable by some but not
all of the systems, so as to provide differentiation between the
systems.

The second dimension of categorization concerns the lan-
guage, or format, in which the problems are stated: whether
they are presented to the theorem proving system in “natural
form” (which is called FOF, for ‘first-order form’) or they are
presented in “clausal form” (also called ‘negated-conclusion
conjunctive normal form’ and labelled CNF here). Most ATP
systems are designed to operate only on CNF problems. This
is not a logical weakness of these systems, since every “nat-
ural problem” has a CNF representation. At first CASC used
only CNF problems, but very quickly was extended to include
FOF problems.

The third dimension of characterization is by logical fea-
tures of the problems. The TPTP has very many categories
in this dimension, but they are not all relevant to this paper.
The following categories are relevant to what follows, and a
few more will be mentioned as they are introduced. One fun-
damental categorization concerns whether or not the formula
is a theorem, this being thought to be a decision that an ATP
system should be able to determine (and perhaps, if it is not
a theorem it should give a “model” that demonstrates this,
whereas if it is a theorem it should provide a proof of this).1

The non-theorems aresatisfiable, and hence are called SAT

1Of course, first-order logic is not decidable, so there can be no
program that will universally make this judgment.
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problems in CASC. Another important categorization con-
cerns whether a problem is “really first-order” or whether it
is “essentially a propositional logic problem.” This differ-
ence can more precisely expressed as whether the problem’s
Herbrand Universe is infinite (really first-order) or not (es-
sentially propositional). In this paper we focus on the really
first-order problems, although we will mention the essentially
propositional problems in passing. Another categorization in
this dimension concerns the use of equality in the problems,
since this has a major impact on both the logical features of
problems and the algorithms employed to solve them. A par-
ticular type of equality problem is that in which each piece of
information is “an identity claim” or its negation. Attempt-
ing to determine whether a set of such claims is or is not
satisfiable is a specialized task. These problems are called
UEQ (for “unit equality”) problems in CASC. Finally in this
dimension, there is an important logical distinction between
problems that can be represented with “Horn clauses” versus
ones that cannot be so represented. Although this distinction
was not made in the problems presented at the early contests,
it was incorporated later, as we will see.

Since there are important differences in the types of prob-
lems, as well as there being practical differences in the rea-
sons to be able to solve such problems (a system that is able to
solve SAT problems, for example, is intended to be used for
different purposes than one able to solve unit equality prob-
lems, and so on), CASC is divided into divisions according
to problem and system characteristics. At the beginning of
the contests, and ever since that time, there was a MIX divi-
sion, which consisted of a mixture of all types of non-UEQ
theorems. Some contestants view this as the “central part” of
CASC. All problems in this division are presented in CNF.
Other divisions are mentioned in the following sections.

5 CASC-13 (Rutgers University, USA, 1996)

CASC-13 had only two divisions, the MIX division con-
taining CNF theorems that were “really first order”, and
the UEQ division containing unit equality problems. Al-
though adequate for a first competition, this division struc-
ture was refined for CASC-14 (see Section 6). Additionally,
in an attempt to evaluate individual specialized techniques
and systems, a distinction was made between “monolithic”
and “compositional” systems. The idea was that in the for-
mer systems, no special subprogram would be chosen just
because the problem manifested a certain style or character-
istic, whereas the latter type of systems would choose distinct
submodules based on the given problem’s characteristics. So
a compositional system might be made up by several distinct
monolithic systems, and a module chosen based on the given
problem’s characteristics.

There was a lot of discussion in the year leading up to the
competition, and especially in the month or two prior, con-
cerning how a “winner” in any one category would be cho-
sen. The discussions led the organizers to propose two dif-
ferent scoring schemes. The first scheme focussed on the
ability to find as many solutions as possible, while the sec-
ond scheme measured solutions-per-unit-time. It turned out
that the two schemes identically ranked all the systems, for

each division. As with the division structure, the scoring
schemes were changed for CASC-14, basically by deleting
the solutions-per-unit-time measure.

Winners:

1. MIX: E-SETHEO, by R. Letz of the Technische Univer-
sität München.

2. UEQ: Otter 3.0.4, by W. McCune of Argonne National
Laboratories.

The major effects and observations of CASC-13 were:

• This was the first time that the relative capabilities of
ATP systems had been seriously evaluated.

• The competition stimulated ATP research – most en-
trants made special efforts to improve the autonomous
performance of their systems, and all the entrants had to
ensure that the implementation and debugging of their
systems was complete.

• The competition provided an inspiring environment for
personal interaction between ATP researchers – there
was more excitement and activity than the organizers ex-
pected!

• Many of the conference delegates came to see the com-
petition – the competition thus exposed the ATP systems
to researchers both within and outside the ATP commu-
nity.

6 CASC-14 (Townsville, Australia, 1997)
The overall success of CASC-13 motivated expansion in
CASC-14. Two new divisions were added: the SAT divi-
sion containing satisfiable clause sets, and the FOF demon-
stration division containing problems in full first-order form.
This latter division was designed to give Natural Deduction
theorem proving systems, which typically operate with the
full range of connectives of the first-order logic (the “natu-
ral form”) rather than with the restricted subset of CNF, a
chance to compete. Of course, systems that operated on the
restricted subsets could also compete in this division, so long
as part of their proof time involved converting the natural
form into their restricted form. Some contestants (and other
theorists) thought this FOF division should be the “central
part” of CASC.

The CASC-13 distinction drawn between compositional
and monolithic systems was not very successful or meaning-
ful. It is hard to clearly distinguish the two types of systems
– almost all intuitively “monolithic” systems have some in-
ternal runtime tuning, and it is not clear when such tuning
makes the system “compositional”. And anyway, the results
of CASC-13 showed no salient evidence that the composi-
tional systems had any advantage over the monolithic sys-
tems. At the same time, the results (as well as feedback from
the entrants) suggested that it would be interesting to sepa-
rate the systems’ performances within the MIX division ac-
cording to finer-grained problem types. It was realized that
with an appropriately fine-grained categorization, composi-
tional systems would invoke the same monolithic component
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for every problem in such a category. This would then en-
able the individual components of a compositional system
to be evaluated fairly against monolithic systems. There-
fore, in CASC-14, the MIX division was divided into 4 cate-
gories: HNE (Horn problems with No Equality), HEQ (Horn
problems with Equality), NNE (Non-Horn problems with No
Equality), and NEQ (Non-Horn problems with Equality).

In CASC-13 the minimal number of problems used in each
division and category was based on the simple statistical mea-
sures[Sutcliffe and Suttner, 1997] (see Section 12 for some
details). The problem of confidence in the results aroused
the interest of some statisticians at the Technische Universität
München, who developed a more elegant model for determin-
ing the minimal number of problems to be chosen from a pop-
ulation in order to have some specified degree of confidence
that the percentage of actually-solved problems projects to
the entire population[Greiner and Schramm, 1996]. This
new scheme has been in use in all the more recent compe-
titions. The organizers can give the number of eligible prob-
lems and a required average confidence level that the CASC
results represent the results that would be obtained using all
eligible problems, and the tables in[Greiner and Schramm,
1996] say how many problems it is necessary to select.

As mentioned in Section 5, the two scoring schemes of
CASC-13 did not produce different rankings. As it hap-
pens, systems that solve many problems also solve them
quickly. So a decision was made to rank simply by number of
problems solved, using average solution time over problems
solved in order to break ties.

Winners:

1. MIX: Gandalf, by T. Tammet of U. G̈oteborg.

2. UEQ: Waldmeister, by A. Buch and T. Hillenbrand of
Universiẗat Kaiserslautern.

3. SAT: SPASS 0.77, by C. Weidenbach of Universität
Saarbr̈ucken.

4. FOF: SPASS 0.77, by C. Weidenbach of Universität
Saarbr̈ucken.

The major new effects and observations of CASC-14 were:

• Introduction of the SAT and FOF divisions made it pos-
sible for those types of systems to enter.

• Two systems employing natural deduction were entered,
marking the first time they competed against the more
traditional resolution systems.

• Many of the systems were more refined at the control
level. In particular, Gandalf introduced the notion of
“time-slicing”, where one strategy is attempted for a
short while and if it doesn’t produce a proof then it is
jettisoned and the proof attempt is begun anew with a
different strategy. Variants of this methodology have
shown up in many of the stronger systems since. Several
entrants produced “auto” modes for this and subsequent
CASCs.

• Waldmeister began its stranglehold on the UEQ division.

• New entrants – people came out of the woodwork. There
were both long-standing theorists in the field who de-
cided to enter the competition, and new researchers who
were initially introduced to the whole ATP area by the
fact that there was a contest.

• The organizers had a better understanding of the evalua-
tion process.

7 CASC-15 (Lindau, Germany, 1998)
In CASC-15 the PEQ (Pure Equality) category was added to
the MIX division, and the Horn/Non-Horn categories HEQ
and NEQ were limited to problems with some, but not pure,
equality. This further allowed specialized systems to show
their particular abilities.

In CASC-14 the organizers took on the task of ensuring
that the submitted system ran correctly in the competition en-
vironment. It was decided for CASC-15 that the competition
control scripts will be made available to the entrants, who
would then ensure in advance that their systems behaved as
required. This allowed more automation during the event it-
self. In an attempt to impose more standardization on the
competition, all output was required to be tostdout , and
no other output was deemed relevant.

In CASC-14 it was noticed that extremely high memory
usage could cause a system to run for a very ling time due
to swapping For CASC-15 it was decided that a “wall clock
limit” should be employed. Such a scheme was designed for
CASC-15, but actually not imposed because the organizers
never got around to implementing it in the control scripts. It
will finally become part of the contest in CASC-JC.

Winners:

1. MIX: Gandalf c-1.1, by T. Tammet of U. G̈oteborg.

2. UEQ: Waldmeister 798, by T. Hillenbrand of Universität
Kaiserslautern.

3. SAT: SPASS 1.0.0a, by C. Weidenbach of Max Planck
Institut für Informatik. Saarbr̈ucken.

4. FOF: SPASS 1.0.0a, by C. Weidenbach of Max Planck
Institut für Informatik.

The major new effects and observations of CASC-15 were:

• Some systems were tuned especially for CASC. Rather
than entering systems that were to solve “all problems”,
or at least were designed to be general purpose, some
contestants tuned their systems specifically to solve
problems in the TPTP. This was achieved by adjusting
overall system control parameters to maximize the num-
ber of TPTP problems that could be solved within the
CASC time limit, and also by adjusting the control pa-
rameters according to fine grained features of the prob-
lem at hand. A particularly effective form of tuning was
(and still is) employed by Waldmeister. Waldmeister ex-
amines the problem to determine the underlying “the-
ory” of a problem (rings or groups or CD or . . . ) and
chooses a search strategy based on this information. As
is described in Section 8 this later led to complaints from
other entrants.
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• The influence of CASC was being acknowledged. Many
contestants claimed that the particular research they car-
ried out over the year was due to a desire to be competi-
tive in future contests. Good performance in CASC was
also affecting publications and grant funding. For the
first time CASC attracted newspaper publicity, with an
article appearing in the local press.

• There was a realization for some entrants that they their
systems were no longer competitive.

• No natural deduction systems were entered; CNF con-
version systems won. There was speculation on whether
this shows that natural deduction systems cannot com-
pete with CNF conversion systems.

• The success of Gandalf inspired more “competition sys-
tems” that ran an “internal competition” between strate-
gies, e.g., E-SETHEO and SSCPA.

• The leading systems in CASC were too good for low
rated problems, which were being solved in less-than-
measurable time. This is due in part to the improved
quality of the best systems, and in part due to “tuning”
for the competition.

8 CASC-16 (Trento, Italy, 1999)
The competition division structure stayed the same for
CASC-16. The “demonstration division”, which was ini-
tially conceived as a place for systems requiring special hard-
ware (e.g., LISP machines, or parallel machines, or web ac-
cess, etc.), was expanded to a more general concept, to al-
low panel members and organizers to enter the competition.2

The division-winning systems from CASC-15 were copied
and saved, and were entered into CASC-16 to provide bench-
marks (the competition archive provides access to those sys-
tems’ executables and source code). By comparing the results
of the “old” systems with the results of the “new” systems,
definitive statements about the progress of ATP can be made.

The early access to the lists of the eligible problems in
CASC-15 lead to entrants spending considerable time tun-
ing their systems specifically for the eligible problems. This
is unproductive in the broader context of ATP development,
and so in CASC-16 the lists of eligible problems were not
published until after the systems had been installed on the
competition machines. Further, the most up-to-date TPTP
problem difficulty ratings, which have a role in determin-
ing which problems are eligible, were not released before
the competition. So, although entrants were able to deter-
mine which TPTP problems have the right syntactic charac-
teristics for each division and category, they had access to
only the difficulty ratings supplied with an earlier release of
TPTP. Thus entrants could only inaccurately determine ex-
actly which problems were eligible, and they could then only

2C. Suttner, one of the organizers of CASC-13, had entered his
system, SPTHEO, in that competition. And some contestants had
questioned the wisdom of allowing this (but there were no concerns
about improprieties at that competition). Furthermore, G. Sutcliffe
wanted some way to enter his SSCPA system in the CASC-16 com-
petition.

tune their systems for problems with the right general charac-
teristics, rather than specifically to the eligible problems.

A particular problem encountered in CASC-15 was skew-
ing caused by large numbers of very similar problems, in par-
ticular the ‘ALC’ problems within the TPTP “pure syntax”
(SYN) domain.3 For CASC-16, lists of such very similar
problems in the TPTP were identified, and a limit was im-
posed on the number of very similar problems in any divi-
sion or category. Many of the problems used in CASC-15
were relatively easy, as is indicated by the large numbers of
very low proof times in the CASC-15 results. For CASC-
16 the TPTP problem difficulty rating scheme was improved,
and the minimal difficulty rating for eligible problems was in-
creased to 0.21. These changes provided a more appropriate
selection of problems, both in terms of breadth and of diffi-
culty.

Although there had been some discussion of the issue prior
to the very first CASC, no system is required to print out or
otherwise display a proof or any other assurance that it in fact
actually has proved a problem. Since in most divisions of
the competition only theorems are presented to the systems,
it might seem that a winning strategy would be for the system
to merely say ‘proved’ as soon as presented with a problem.
Of course, such systems would be unsound – they would de-
clare non-theorems to be theorems . . . if they were asked. In
order to try to establish soundness of the entrants, the or-
ganizers expose the systems to a number of non-theorems
prior to the contest.4 Given the nature of this testing it is
not surprising that some unsound systems are not noticed. In
CASC-16 this was particularly noteworthy because in August
1999, i.e., about a month after the competition, E 0.5 and E-
SETHEO 99csp were found to be unsound in certain rare cir-
cumstances. The unsoundness was due to a bug in E, which
was also used as a component of E-SETHEO. Unsoundness is
unacceptable, and the competition panel retrospectively dis-
qualified the two systems from being ranked in the compe-
tition. (It must be noted that the unsoundness was entirely
accidental, and that there was no attempt to deceive).

Winners:

1. MIX: Vampire 0.0, by A. Voronkov of Manchester Uni-
versity.

2. UEQ: Waldmeister 799, by T. Hillenbrand of Universität
Kaiserslautern.

3. SAT: OtterMACE 437, by W. McCune of Argonne Na-
tional Laboratories. Saarbrücken.

4. FOF: SPASS 1.0.0T, by C. Weidenbach of Max Planck
Institut für Informatik.

The major new effects and observations of CASC-16 were:

• Before CASC-16, there was, for the first time, some ac-
rimonious debate regarding the design and implemen-
tation of the competition. The problem started with a

3These problems are first-order logic encodings of problems
from multi-modal K-logics.

4Since first-order logic is undecidable, there can be no absolute
test of soundness. The best that can be done is to “empirically test”
the systems.
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complaint concerning the internal table of Waldmeister,
used for recognizing particular theories, and from that
deciding on a strategy to use. Some of the Waldmeis-
ter categories were small, so some people claimed it was
the same as storing information about individual prob-
lems. Having warmed up, people then started complain-
ing about other forms of excessive tuning. Despite lots
of thought on the part of the organizers, they could not
formulate a rule to sort out the tuning issue. Related to
this was the issue of the the skewing of results in CASC-
15 because of the ALC problems, as discussed above.

• First steps towards a robust methodology for installation
and execution were taken (but not all successful). Many
systems became “TPTP clean”.

• There was significantly more interest from within ATP
community. As a result a session at CADE was ded-
icated to discussing the CASC results. There was an
interesting debate regarding the desirability of a focus
on implementation versus attention to theory develop-
ment. It seems clear that much effort was being spent
on carefully constructing and tuning systems for the el-
igible problems, and this was felt by some to be at the
expense of basic research that had not yet been well-
implemented.

• The issue of the initially-announced winner being un-
sound highlighted the (unavoidable) cracks in the sound-
ness testing. This in turn led to a revival in interest in
proof output.

9 CASC-17 (CMU, USA, 2000)
At CASC-16 there was debate about the relevance of CASC,
with claims that the “problems did not reflect real-world us-
age”. Although this debate is complex, and not all agreed
with this change, it was decided to react to this apparent inter-
est in applications by adding a SEM division (“semantically
interpreted”) in CASC-17. The aim was to provide a group
of problems from a chosen application domain, and to allow
systems to be explicitly tuned for the type of problem. The
particular problems used for this group were set-theoretical
theorems formulated within G̈odel-von Neuman-Bernays set
theory. The debate at CASC-16 also raised the issue of “ef-
fectively propositional” problems, i.e., problems with a finite
Herbrand Universe that can be directly translated to proposi-
tional form and solved using specialized propositional tech-
niques. It was considered that these problems are biased to-
wards certain specialized provers, and that they are not suit-
able for the evaluation of first-order systems. Although this
view point is consistent with the underlying motivation for di-
visions, and although there are other venues where these sorts
of problems are to be solved, not everyone agreed with the
decision to exclude effectively propositional problems from
CASC-17.

System installation for CASC-17 required installation
packages, to encourage developers to provide “industrial
strength installation”. However, more than in previous com-
petitions, the systems required modification after installation
before they could execute in the ‘production environment’ of
the competition.

Winners:

1. MIX: E 0.6, by S. Schultz of the Technische Universität
München.

2. UEQ: Waldmeister 600, by T. Hillenbrand of Universität
Kaiserslautern.

3. SAT: GandalfSat 1.0, by T. Tammet of Tallin Technical
University.

4. FOF: VampireFOF 1.0, by A. Voronkov of Manchester
University.

5. SEM: E-SETHEO 2000csp, by S. Schultz of the Tech-
nische Universiẗat München.

The major new effects and observations of CASC-17 were:

• Again, many researchers invested in significant, year
long, development in preparation for CASC.

• Only the serious players were there at CASC-17. Is
CASC getting too serious? Are new systems excluded
due to level of competition?

• After CASC-17 there was a realization that most sys-
tems are now uniformly good enough that non-standard,
non-biased problems are safe to use in CASC. The modi-
fications that make them non-standard, which at the time
would have biased the problems towards a chosen sys-
tem, by now have no real biasing effect towards any spe-
cific system.

• At CASC-17 it became obvious that there is a real need
to stop tuning. Entrants were beginning to fully under-
stand the process whereby a problem becomes eligible
for CASC, and were submitting TPTP performance data
that was affecting eligibility in their favour.

10 CASC-JC (Siena, Italy, 2001)
In CASC-17 no systems were tuned specifically for the SEM
division. The lack of interest, and the overlap between the
SEM division and the existing syntactically defined divisions,
led to the demise of the SEM division in CASC-JC.5 At
CASC-17 some entrants expressed a continued interest in
effectively propositional problems, claiming that first order
techniques could be more effective than translation to propo-
sitional form and the use of a specialized propositional sys-
tem on this result. This prompted the introduction of the EPR
(Effectively Propositional) division in CASC-JC, containing
problems worded in first-order form but which have a finite
Herbrand Universe. Such problems are not used in any of
the other divisions. As mentioned in Section 9, non-standard,
non-biased problems have become eligible for use.

Following the unsoundness discovery after CASC-16, and
with continued interest at CASC-17, the CASC-18 MIX di-
vision has been divided into two classes, the “proof” class
and the “assurance” class. The aim is to encourage research
into proof and model presentation, and the implementation of
proof generation and verification as part of an integrated rea-
soning process. The requirement will not exclude from the

5The particular SEM problems selected could also be used in the
FOF division.
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competition those systems that do not, for whatever reason,
generate proofs or models, for they are entered into the “as-
surance” class.

In an effort to stymie tuning of systems to the details of the
problems being used at CASC-JC, unseen problems will be
used. It remains to be seen how successful this will be. The
wall clock limit, designed for CASC-15, was eventually im-
plemented, and a new set of “clean execution requirements”
has been established.

11 Conclusion
The purpose of this paper has been two-fold:

• To give an informal account of the motivation and his-
tory of CASC.

• To argue for the usefulness of competitions in providing
an empirically accurate evaluation of both

1. the relative success of different systems and
methodologies in a subfield of AI

2. an absolute measure of the overall improvement of
systems and methodologies in a subfield of AI

Although the example subfield of AI that we have discussed is
automated theorem proving, we think these conclusions will
hold for any similarly-organized subfield of AI.

There were 35 years of theoretical research and
individually-evaluated systems in automated theorem prov-
ing. In that time many techniques and ideas were generated
that needed to be evaluated in order to determine which were
viable, and to integrate them into systems that were more flex-
ible and powerful than before. For all these goals, experimen-
tal system evaluation is a crucial research tool, and competi-
tions provide stimulus and insight that can lay the basis for
the development of future ATP systems.

Like most areas of AI, automated theorem proving is not
tractable. This means that it is impossible to give a theoreti-
cal analysis of relative success or progress in the field, except
in certain very simple cases. Therefore some other means is
necessary if we are to convince ourselves (and funding agen-
cies) that there has been substantial and important progress.
One such way is through the construction of benchmark prob-
lems, but as we are all too aware, the non-tractability of these
interesting areas of AI means that there cannot be any “truly
representative” set of benchmark problems. The best we can
do is construct an ever-expanding set of problems that cur-
rent researchers take as benchmarks. But having a set of
“benchmark problems” is only a part of the issue of empir-
ical evaluation. There must also be some way to determine
that AI systemsreally cansolve these problems, as opposed
to merely being “tuned” to specific problems. And it is here
that competitions enter the picture. With a large enough set
of benchmark problems, we can statistically control issues of
“tuning.” CASC has pointed a way to deal with this topic.

For entrants in CASC, there have been some useful side-
effects:

• The requirement that systems run completely au-
tonomously in CASC has made researchers develop sys-
tems that can tune themselves at run time to the prob-
lem, and attempt the problem without user intervention.

As well as being useful in its own right, this feature
has made it possible to perform extensive automatic test-
ing on such systems, leading to further insights and im-
provements.

• Developers have been motivated to make their systems
robust, so that they do not crash, etc, during CASC. It
has also been necessary for the systems to include mech-
anisms that allows them to be stopped in a clean fashion.

• The decision by some developers to tune for CASC has
led to the production of automatic tuning techniques and
tools. This is a useful development, as it allows the sys-
tem to be tuned for particular applications by submitting
sample problems.

• By having CASC as a live event at CASC, it has brought
interested researchers together in an inspiring environ-
ment. As one entrant has said “Digging for and reading
papers is a lot more time-consuming (and has a higher
entry barrier) than sitting round the desk at the CASC
dinner and swapping war stories ;-)”.

We believe that the competition has fulfilled its main mo-
tivations: stimulation of research, motivation for improving
implementations, evaluation of relative capabilities of ATP
systems, and providing an exciting event. The competition
contributes to ensuring that ATP systems meet “the basic re-
quirements” suggested in[Kaufmann, 1998]. For the en-
trants, their research groups, and their systems, there has been
substantial publicity both within and outside the ATP com-
munity. The significant efforts that have gone into develop-
ing the ATP systems have received public recognition; publi-
cations, which adequately present theoretical work, have not
been able to expose such practical efforts appropriately. The
competition has provided an overview of which researchers
and research groups have decent, running, fully automatic
ATP systems.

In the face of the desirability of more extensive compe-
titions, it is also important to avoid being overambitious. A
successful limited competition with meaningful results is pre-
ferred over a larger competition which is not accepted by the
ATP community. Large events require large resources, which
are currently not available. If the CASC competitions con-
tinue to provide useful information about the competing sys-
tems, it would be reasonable for those who benefit from ac-
cess to the information to help provide the resources required
for bigger and better competitions.
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12 Appendix: Choosing Numbers of Problems
An initial decision facing the organizers was to determine
how many of the problems needed to be used in order for
there to be some degree of confidence that a system which
could solve such-and-so percentage of the chosen problems
would be able to solve that same percentage of the eligible
problems. The idea is that we want to know how well a sys-
tem will perform on the entire eligible set, but are restricted
to using only a subset of the problems due to resource limits.

For CASC-13 and CASC-14 a simple statistical approach
was using for determining the minimal number of problems
that should be used, as follows. The minimal number of prob-
lems was required ensure sufficient confidence (say 85%) that
the competition results are the same as would be obtained
using all eligible problems. For an evaluation based on the
number of problems solved, as is essentially the case for the
ranking schemes used, and assuming a worst case proportion
of problems solved (50%), the minimal number of problems
is computed by first computingn0, the minimal number as-
suming an infinite number of eligible problems:

n0 =
1.442 × 0.5× (1− 0.5)

0.152
= 23.04

(the 0.15 in0.152 comes from 85%). We then adjust for the
actual number of eligible problems as follows, in accordance
with [Wadsworth, 1990, page 9.17]. The minimal number of
problems is then:⌈

23.04× number of eligible problems

23.04 + number of eligible problems

⌉
From CASC-15 onwards a more sophisticated approach has
been used, as explained in Section 6.

The minimal number of problems is used in determining
the time limit imposed on each solution attempt, as explained
below. Once the time limit has been determined, a lower
bound on the total number of problems to be used is deter-
mined from the number of workstations available, the time
allocated to the competition, the number of ATP systems to

be run on the general hardware over all the divisions, and the
time limit, according to the following relationship:

#Problems =
(#Workstations× TotalT ime)

(#Entrants× TimeLimit)

It is a lower bound on the total number of problems because
it assumes that every system will use all of the time limit for
each problem. Since some solution attempts will obviously
succeed before the time limit is reached, more problems can
actually be used. The actual numbers used in each division
and category will be determined according to the judgement
of the competition organizers.

A minimal time limit of 180 seconds has been used in most
CASCs. This value is based on the organizers experience with
ATP systems, ensuring that it gives all systems enough time
to reach reasonably deeply into their search spaces. The max-
imal time limit is determined using the relationship used for
determining the number of problems, with the minimal num-
ber of problems as the ”Number of problems”. The time limit
is chosen as a reasonable value within the range allowed.
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