Agents

e Russell und Norvig

— “An agent is anything that can be viewed as perceiving its
environment through sensors and acting upon that environment
through effectors.”

e Wooldridge und Jennings

— A weak notion: Essential properties of agents:

e autonomy: agents operate without direct intervention of humans, and
have control over their actions and internal state;

e social ability: agents interact with other agents (and possibly humans)
via an agent communication language;

e reactivity: agents perceive their environment and respond in a timely
and rational fashion to changes that occur in it;

e pro-activeness: agents do not simply act in response to their
environment, they are capable of taking the initiative (generate their
own goals and act to achieve them).
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Agents

e Wooldridge und Jennings

— A stronger notion: An agent has mental properties, such as

knowledge, belief, intention, obligation. In addition, and agent has
other properties such as:

e mobility: agents can move around from one machine to another and
across different system architectures and platforms;

e veracity: agents do not knowingly communicate false information;
e benevolence: agents always try to do what they are asked of;

e rationality: agents will try to achieve their goals and not act in such a
way to prevent their goals from being achieved.
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Agents

e Gheorghe Tecuci

— An intelligent agent is a knowledge-based system that perceives its
environment, reasons to interpret perceptions, draw inferences,
solve problems, and determine actions; and acts upon that
environment to realize a set of goals or tasks for which it was
designed...

e IBM

— One last definition: Intelligent agents are software entities that
carry out some set of operations on behalf of a user or another
program with some degree of independence or autonomy, and in
so doing, employ some knowledge or representation of the user's
goals or desires.
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Agents and environments

Sensors

percepts

actions

actuators

Agents interact with environments through sensors and actuators.

e Perception, perception sequence
e Agent function (abstract)
e Agent program (concrete)
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Example

A B e Perception: A v B, dust yes/no
d@ e Actions: move left, move right, suck, do nothing
0§88 0§88 . Agehnt functions: if dust exists, then suck, otherwise do
nothing

A vacuum-cleaner world with just two locations

oreep! sequence Action e Solution is simple: fill right column,
[4, Clean)] Right . . .

[A, Dirty] Suck various variants possible

B, Cl L . . .

B o Lelt e Question: How do I fill this column?
TR Hight o Is there a good or bad, intelligent

: : or dumb?

[4, Clean], [A, Clean], [A, Clean] Right

[4, Clean], [A, Clean], [A, Dirty] Suck

Figure 2.3  Partial tabulation of a simple agent function for the vacuum-cleaner world
shown in Figure 2.2.




Good behavior: rationality

Rational agent
— A rational agent is one that does the right thing...

— First approximation, we will say that the right action is the one that will
cause the agent to be most successful

— Problem: How and when do we decide whether or not the agent was
successful?

Performance measures
— Subjective

e Agent evaluates himself
— Objective

e Evaluation done by observer: he defines standard for being successful in the
environment

— Example: soccer agent
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Good behavior

Omniscience and rationality

— An omniscient agent knows the effects of its actions and can act
accordingly.

But: who knows it all? = theoretical.

— Rationality: expected success based on things that can be perceived.

Rationality based on
— The performance measure that defines the criterion of success.
— The agent’s prior knowledge of the environment.
— The actions that the agent can perform.
— The agent’s percept sequence to date.
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Ideal rational agent

e An ideal rational agent...

— For each possible percept sequence, a rational agent should
select an action that is expected to maximize its performance
measure, given the evidence provided by the percept
sequence and whatever built-in knowledge the agent has.

e Autonomy
— Inherent knowledge

— A system is autonomous, if its behavior is determined by its
own experience.

20



Environments

Agent Type Performance Environment Actuators Sensors
Measure
Taxi driver Safe, fast, legal, Roads, other Steering, Cameras, sonar,
comfortable trip, traffic, accelerator, speedometer,
maximize profits pedestrians, brake, signal, GPS, odometer,
customers horn, display accelerometer,
engine sensors,
keyboard
e PEAS for an automated taxi

P: performance measure

E: environment
A: actuators/effectors

S: Sensors
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Environment characteristics

Discrete vs. Continuous
single-agent vs. multi-agents

Fully observable vs. partially observable
Deterministic vs. stochastic

Episodic vs. Sequential
Static vs. Dynamic

Task Environment Observable Deterministic Episodic  Static Discrete  Agents
Crossword puzzle Fully Deterministic Sequential  Static Discrete  Single
Chess with a clock Fully Strategic  Sequential ~ Semi Discrete  Multi
Poker Partially Strategic  Sequential ~ Static Discrete  Multi
Backgammon Fully Stochastic  Sequential  Static Discrete  Multi
Taxi driving Partially Stochastic  Sequential Dynamic Continuous Multi
Medical diagnosis Partially Stochastic  Sequential Dynamic Continuous Single
Image-analysis Fully Deterministic  Episodic Semi  Continuous Single
Part-picking robot Partially Stochastic ~ Episodic Dynamic Continuous Single
Refinery controller Partially Stochastic  Sequential Dynamic Continuous Single
Interactive English tutor Partially Stochastic  Sequential Dynamic Discrete  Multi
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Example: standard problems:
Chess vs. RoboCup

Environment

State change

Information
access

Sensors

Control

Chess

static

RoboCup

dynamic

with each move

always (real time)

given incomplete
symbolic not symbolic
central distributed
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Structure of intelligent agents

e Architecture

— Architecture can be a computer but also special hardware (e.g. image processing
device). The architecture makes sure, that the agent gets its perceptions and also runs
the program.

— Agent = Architecture + Program

e Simple program
— Skeleton, perception sequences are accepted, internal data structures will be updated.

function TABLE-DRIVEN-AGENT( percept) returns an action
static: percepts, a sequence, initially empty
table, a table of actions, indexed by percept sequences, initially fully specified

append percept to the end of percepts
action - LOOKUP( percepts, table)
return action

— But:
e Only one sequence at a time
¢ No goal and no performance measure

24



Table-driven agent

e Large lookup table, will fail

e Let P be the set of possible percepts and let T be the
lifetime of the agent. The lookup table will contain >/, |P|*
entries. Consider the automated taxi: the visual input from a
single camera comes in at the rate of roughly 27 megabytes
per second (30 frames per second, 640x480 pixels with 24
bits of color information). This gives a lookup table with
over 1(0250,000,000,000 entries for an hour’s driving. Even the
lookup table for chess—a tiny, well-behaved fragment of the

real world—would have at least 10150 entries.
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Types of agent programs

We outline four basic kinds of agent program that

embody the principles underlying almost all intelligent
systems:

e Simple reflex agents e (oal-based agents
— condition-action rules — explicit goals, more flexible

e Model-based reflex agents e Utility-based agents

— internal states — explicit utility functions,
degree of happiness
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Simple reflex agents

Sensors =

What the world
is like now

JUBWUOIIAUT

@ondition—action rules>—> z\rllgitl dag%orTolw

Y

\ Effectors —

function SIMPLE-REFLEX-AGENT( percept) returns an action
static: riles, a set of condition-action rules

state <~ INTERPRET-INPUT( percept)
rile «<— RULE-MATCH(state, riles)
action <— RULE-ACTION[rule]
return action

The agent program for a simple reflex agent in the two-state vacuum environment.
This program implements the agent function tabulated in Figure 2.3.

actions based only on
the current percept

No history

Only works if
environment is fully
observable
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Model-based reflex agents

f

Sensors =

What the world
@ow the world evolve@—» is like now

@hat my actions do

|
@ondition—action ruIes)—-» \s,w:)itl dagtclaol?olw

'

Agent Effectors o

o

JUBWUOIIAUT

function REFLEX- AGENT-WITH-STATE( percept) returns an action
static: state, a description of the current world state
ritles, a set of condition-action rules
action, the most recent action, initially none

state ¢~ UPDATE-STATE(state, action, percepf)
ritle «— RULE-MATCH(state, riles)

action «— RULE-ACTION][rule]

return action

History for partial access of
environment

Internal states
Update needs two kinds of
knowledge:

— How does the world
function without agent

— What kind of effects does
agent have on
environment

- Model of the world

Only works if environment
is fully observable
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Goal-based agents

/

Sensors =

What the world
is like now

[ ]

@ow the world evolvesg

CWhat my actions do

Agent

What it will be like

if | do action A

|

What action |

should do now

v

Effectors

JUSWIUOJIAUT

Model-based and goal-
oriented agent

Goal helps select actions

Combination of goal and
feasible actions

Selection sometimes easy,
most of the time difficult
—>Search, Planning
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Utility-based agents

/

Sensors =

What the world

is like now

[ ]

Q—|ow the world evolves
@hat my actions do

Agent

What it will be like
if | do action A

[ ]

How happy | will be
in such a state

What action |
should do now

'

Effectors

JUSWIUOIIAUT

Goal-orientated sometimes
not enough

- e.g. various paths to
Rome

Priority with utility value

Utility function as mapping
between state and a real
number

Advantages with goal
conflicts and uncertainty
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Performance standyrd

Learning agents

Critic Sensors -

feedback m

3

changes s

Learning [ Performance o

element element 3

?nowleage 3

learning o

goals 3
Problem
generator

\Agent Actuators -

Learning element for
improvement

Performance element for
selection of external
actions

Critique: performance of
agent?

Problem generator for
exploration
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Summary

e An agent is something that perceives and acts in an environment.
The agent function for an agent specifies the action taken by the
agent in response to any possible percept sequence.

e The performance measure evaluates the behavior of the agent
in an environment. A rational agent acts so as to maximize the
expected value of the performance measure, given the percept
sequence it has seen so far.

o A task environment specification includes the performance
measure, the external environment, the actuators, and the sensors.
When designing an agent, the first step must always be to specify
the task environment as fully as possible.

32



Summary (2)

e Task environments vary along several significant
dimensions. They may be fully or partially observable,
deterministic or stochastic, episodic or sequential, static or
dynamic, discrete or continuous, and single-agent or multi-
agent.

e The agent program implements the agent function.
There exists a variety of basic agent program designs,
depending on the kind of information made explicit and
used in the decision process. The designs vary in efficiency,
compactness, and flexibility. The appropriate design of the
agent program depends strongly on the nature of the task
environment.
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Summary (3)

o Simple reflex agents respond directly to percepts,
whereas model-based reflex agents maintain internal
state to track aspects of the world that are not evident in

the current percept. Goal-based agents act to achieve

their goals, and utility-based agents try to maximize
their own expected “happiness.”

e All agents can be turned into learning agents that
improve their performance through experience.

e Decision-making process through inferences is one of the
main ideas of Al and important for successful design of
agents, i.e. knowledge representation is important.
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