What is Natural Language
Processing (NLP)?



"Natural language is the most important part of artificial intelligence."
John Searle

"Natural language processing is a cornerstone of artificial intelligence,
allowing computers to read and understand human language, as well
as to produce and recognize speech."

Ginni Rometty

"Natural language processing is one of the most important fields in
artificial intelligence and also one of the most difficult."
Dan Jurafsky




What is Natural Language Processing (NLP)?

Natural language processing is the set of methods for making human language accessible to computers

(Jacob Eisenstein)

Natural language processing is the field at the intersection of Computer science (Artificial intelligence) and
linguistics

(Christopher Manning)

Make computers to understand natural language to do certain task humans can do such as
Machine translation, Summarization, Questions answering

(Behrooz Mansouri)
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Example: Conversational Agent

Conversational agents contain:
e Speech recognition
e Language analysis
e Dialogue processing
e Information retrieval
e Textto speech

David Bowman:
Open the pod bay doors, Hal.

HAL:

I’m sorry, Dave, I'm afraid | can’t do that.

David Bowman: 2001: A Space Odyssey — HAL 9000
What are you talking about, Hal?

...HAL: HAL is an artificial agent capable of such advanced
| know that you and Frank were planning language-processing behavior as speaking and understanding
to disconnect me, and I'm afraid that's English, and at a crucial moment in the plot, even reading lips

something | cannot allow to happen.
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https://www.youtube.com/watch?v=HwBmPiOmEGQ&feature=youtu.be

Natural Language Processing: Terms

Natural language refers to the language that humans use to
communicate with each other, such as English, Spanish, or Chinese

Processing
As distinguished from data processing

Question: How is data processing and natural language processing different?
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Natural Language Processing: Terms

Consider the Unix wc program, which counts the total number of bytes, words, and
lines in a text file

e When used to count bytes and lines, wc is an ordinary data processing application
e However, when it is used to count the words in a file, it requires knowledge about
what it means to be a word and thus becomes a language processing system
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Natural Language Processing vs Computational Linguistics

In linguistics, language is the object of study

e Computational methods may be brought to bear, just as in scientific disciplines like
computational biology and computational astronomy, but they play only a supporting role

In contrast, natural language processing is focused on the design and analysis of
computational algorithms and representations for processing natural human language

e The goal of natural language processing is to provide new computational capabilities
around human language: for example, extracting information from texts, translating
between languages, answering questions, holding a conversation, taking instructions
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Knowledge Requirement for Machine

Machines require much broader and deeper knowledge of language

What does HAL need?

e Recognize words from an audio signal and to generate an audio signal from a sequence of words
o knowledge about phonetics and phonology: how words are pronounced in terms of
sequences of sounds
e HAL is capable of producing contractions like I'm and can’t
o knowledge about morphology, the way words break down into component parts that carry
meanings
e HAL must use structural knowledge to properly string together the words that constitute its
response
o knowledge needed to order and group words comes under the heading of syntax
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Knowledge Requirement for Machine

Phonetics and Phonology: knowledge about linguistic sounds
Morphology: knowledge of the meaningful components of words

Syntax: knowledge of the structural relationships between words
Semantics: knowledge of meaning

Pragmatics: knowledge of the relationship of meaning to the goals and
intentions of the speaker

e Discourse: knowledge about linguistic units larger than a single utterance
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Phonetics and Phonology

e Phonetics and Phonology: knowledge about linguistic
sounds

e The study of:
language sounds systems of discrete
how they are sounds, e.g. languages’
physically formed; syllable structure

dis-k&-'nekt disconnect
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Morphology

e Morphology: knowledge of the meaningful components of words
e The study of the sub-word units of meaning

disconnect
%(_/\%/_\/

“not “to attach”

7

Even more necessary in some other languages,
e.g. Turkish:
uygarlastiramadiklarimizdanmissinizcasina

uygar las tir ama dik lar imiz dan mis siniz casina
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e Syntax: knowledge of the structural relationships between words
e The study of the structural relationships between words
o | know that you and Frank were planning to disconnect me.
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you and Frank were planning to disconnect me. 27




Semantics

e Semantics: knowledge of meaning

e The study of the literal meaning

| know that you and Frank were planning to disconnect me.
ACTION = disconnect

ACTOR = you and Frank

OBJECT = me

O O O O
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e Pragmatics: knowledge of the relationship of meaning to the goals and
intentions of the speaker
e The study of how language is used to accomplish goals
o What should you conclude from the fact | said something?
o How should you react?
m I'm sorry Dave, I'm afraid | can’t do that.
m Includes notions of polite and indirect styles
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Discourse

e Discourse: knowledge about linguistic units larger than a single utterance
e The study of linguistic units larger than a single utterance
e The structure of conversations:

o turn taking, thread of meaning
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Syntax vs. Semantics

Colorless green ideas sleep furiously.
(example by Noam Chomsky 1957)

NP

NP VP Noam Chomsky
/\ /\ The most cited person alive

A A N \% Adv

Colorless green ideas sleep furiously.
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Semantics vs. Pragmatics

What does "You have a green light” mean?

e [ You are holding a green light bulb?
e [1You have a green light to cross the street?
e (1 You can go ahead with your plan?
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Is NLP hard?

What does this sentence mean? “I made her duck”

“duck”: noun or verb?

“make”: “cook X" or “cause Xtodo Y” ?
“her”: “for her” or “belonging to her” ?
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Is NLP hard?

What does this sentence mean? “I made her duck”

| cooked waterfowl for her

| cooked waterfowl belonging to her

| created the (plaster?) duck she owns

| caused her to quickly lower her head or body

| waved my magic wand and turned her into undifferentiated waterfowl

These different meanings are caused by a number of ambiguities
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Is NLP hard?

What does this sentence mean? “I made her duck”

| cooked waterfowl for her

| cooked waterfowl belonging to her

| created the (plaster?) duck she owns

| caused her to quickly lower her head or body

| waved my magic wand and turned her into undifferentiated waterfowl

These different meanings are caused by a number of ambiguities

e First, the words duck and her are morphologically or syntactically ambiguous in their part-of-speech
o  Duck can be a verb or a noun, while her can be a dative pronoun or a possessive pronoun

e Second, the word make is semantically ambiguous; it can mean create or cook

e Finally, the verb make is syntactically ambiguous in a different way
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We Need to Disambiguate
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mouse! -
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Disambiguation

Models and algorithms in this course are ways to resolve or disambiguate these ambiguities

e Deciding whether duck is a verb or a noun can be solved by part-of-speech tagging
e Deciding whether make means “create” or “cook” can be solved by word sense disambiguation

Resolution of part-of-speech and word sense ambiguities are two important kinds of lexical
disambiguation

A wide variety of tasks can be framed as lexical disambiguation problems

e Atext-to-speech synthesis system reading the word lead needs to decide whether it should be
pronounced as in lead pipe or as in lead me on

e Deciding whether her and duck are part of the same entity or are different entities is an example
of syntactic disambiguation and can be addressed by probabilistic parsing
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Tasks/Applications in NLP



A few of the NLP Tasks

e Spell Checking, Keyword Search, Finding Synonyms
e Part of Speech Tagging
e Extracting information from a website
o Location, people, temporal expressions
e C(Classifying text
o Sentiment analysis
e Machine translation
e Complex question answering
e Spoken dialog systems
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Knowledge & Information Extraction

Knowledge graphs (KGs) organize data from multiple sources, capture information
about entities of interest in a given domain or task (like people, places or events), and
forge connections between them

The Google Knowledge Graph is an
enormous database of information that
enables Google to provide immediate,
factual answers to your questions
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Sentiment Analysis

Determine whether the meaning behind data is positive, negative, or neutral

o O
My experience The product is Your support
so far has been okay | guess. team is
fantastic! useless.
POSITIVE NEGATIVE
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Machine Translation

Georgetown IBM

Rule-based MT Go g|€ Translate
Example-

(Dictionary-based MT) boand Statistical Neural
(Transfer-based MT ) MT MT MT
( Interlingual MT )
y L _AC J & _A¢ ),
1 1 ' ' >~
1950 1980 1990 2015

_ 6,800 living languages
Low resource languages can be challenging? 600 with written tradition
100 spoken by 95% of population
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Question Answering

IBM-Watson Defeats Humans in "Jeopardy!"
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Spoken Dialog Systems




