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ABSTRACT

Various generalizations of the univariate rank histogram have been proposed to inspect the reliability of an ensemble forecast or analysis in multidimensional spaces. Multivariate rank histograms provide insightful information about the misspecification of genuinely multivariate features such as the correlation between various variables in a multivariate ensemble. However, the interpretation of patterns in a multivariate rank histogram should be handled with care. The purpose of this paper is to focus on multivariate rank histograms designed based on the concept of data depth and outline some important considerations that should be accounted for when using such multivariate rank histograms. In order to generate correct multivariate rank histograms using the concept of data depth, the datatype of the ensemble should be taken into account to define a proper pre-ranking function. We demonstrate how and why some pre-ranking functions might not be suitable for multivariate or vector-valued ensembles and propose pre-ranking functions based on the concept of simplicial depth that are applicable to both multivariate points and vector-valued ensembles. In addition, there exists an inherent identifiability issue associated with center-outward pre-ranking functions used to generate multivariate rank histograms. This problem can be alleviated by complementing the multivariate rank histogram with other well-known multivariate statistical inference tools based on rank statistics such as the depth-versus-depth (DD) plot. Using a synthetic example, we show that the DD-plot is less sensitive to sample size compared to multivariate rank histograms.

1. Introduction

A rank histogram serves as one of the most widely used techniques for evaluating the reliability or calibration of an ensemble forecast (Anderson 1996; Hamill 2001). The nonparametric nature of the univariate rank histogram makes it a flexible tool that can be used for assessing the calibration, it can also provide insight into the nature of miscalibration (if any). However, like any other evaluation technique, a rank histogram also has its associated drawbacks and restrictions.

One of the main drawbacks of the rank histogram is that it cannot be trivially generalized for multivariate ensemble forecasts. Various generalizations of the concept of rank function, as the main building block of univariate rank histograms, have been proposed, such as the minimum-spanning-tree (MST) ranking (Smith and Hansen 2004), average ranking (Thorarinsdottir et al. 2016), and band depth ranking (Thorarinsdottir et al. 2016). The minimum-spanning-tree (MST) rank histogram has been carefully studied before Gombos et al. (2007). Recently, Wilks (2016) also performed a careful study of the utility of various multivariate calibration metrics in various covariance miscalibration scenarios. However, a thorough study of the properties of multivariate rank histograms based on the notion of data depth is still missing.

This paper aims to study various properties of data-depth-based pre-rank functions. Through an illustrative example, we demonstrate that a multivariate pre-rank function must satisfy an important property (i.e., affine invariance) to be correct. Moreover, the patterns in a multivariate rank histogram should be interpreted with care as the implications can be different from what a univariate rank histogram suggests. The rest of the paper proceeds as follows. The next section gives an overview of the idea behind the rank histogram and its generalizations. Section 3 discusses various considerations when using multivariate rank histograms via examples. Section 4 provides an example using real ensemble forecasts for wind direction in the US Pacific Northwest. We summarize our findings and conclude in Section 5.
2. The Rank Histogram and Its Generalizations

The univariate rank histogram (Anderson 1996; Hamill 2001) and its variations (Gneiting et al. 2008; Wilks 2004; Thorarinsdottir et al. 2016) are some of the most widely used techniques for evaluating the reliability or calibration of an ensemble forecast. The popularity of the rank histogram for empirical evaluation of ensemble forecasts is mainly due to its nonparametric nature. If an ensemble forecast is calibrated, the observation would be indistinguishable from the ensemble members. In other words, the ensemble forecast and the observation are both random samples from the same probability distribution.

For constructing a univariate rank histogram, Anderson (1996) proposed to use the rank statistics of the observation when pooled with members of an ensemble forecast to evaluate calibration. If the observation is a random sample from the same distribution as the ensemble forecast, it has an equal probability of receiving any specific rank value (i.e., it is indistinguishable from any of the ensemble members). Therefore, the histogram of the rankings of a set of observations can be used to assess the calibration. The uniformity of a rank histogram is a necessary (but not sufficient) condition for calibration of an ensemble. The uniformity of the rank histogram can be tested quantitatively using a class of hypothesis testing techniques called goodness-of-fit (GOF) tests. However, the utility of the results of such tests are quite sensitive to sample size and deviation patterns (Elmore 2005). Therefore, in application, the assessment of the uniformity of a rank histogram is oftentimes performed qualitatively by visual exploration.

In addition to assessing the calibration, specific types of deviation can be associated with common types of miscalibration of ensemble forecasts, such as under-dispersion, over-dispersion, and the presence of some kind of bias in a univariate ensemble forecast. A univariate rank histogram with a U-shape indicates under-dispersion, a peaked rank histogram indicates over-dispersion, and a rank histogram with a slope indicates the presence of a bias.

The main building block of a rank histogram is the concept of ranking. The concept of ranking is well-defined for univariate values but more complex for multivariate values. Among the first generalizations of the rank histogram to multivariate values is the minimum-spanning-tree (MST) rank histogram Smith and Hansen (2004). The main idea of the MST rank histogram is to define a univariate metric for points in dimensions greater than one and use this univariate metric to find the ranking of the observation when pooled with the ensemble forecast. The MST rank histogram uses the sum of the length of line segments forming the minimum spanning tree of individual dimensions for ranking. However, this metric does not reduce to a univariate ranking. Moreover, Gombos et al. (2007) demonstrated that the MST rank histogram is sensitive to the choice of the norm used to construct the minimum spanning-tree and can potentially result in misinterpretation of the quality of an ensemble forecast (Wilks 2004; Gombos et al. 2007).

Another extension of the univariate rank histogram can be built upon more stable concepts of ranking for multivariate datapoints widely studied in the statistics literature Liu et al. (1999). In multivariate data analysis, the ranking is often defined using the concept of data depth. Given an ensemble of data drawn from a distribution $F$, data depth quantifies how central (or deep) a particular sample is within the cloud of the sampled data. The samples near the center of the ensemble are assigned higher depth values whereas samples farther away from the rest of the ensemble are assigned low depth values and can be considered as potential outliers. Therefore, sorting the depth values can provide a center-outward ordering of an ensemble of sampled data. In other words, depth analysis provides a pre-ranking function $\rho : \mathbb{R}^k \mapsto \mathbb{R}_+$ that can be used to define an ordering for members of a $k$-dimensional ensemble. More specifically, given an ensemble $\mathcal{E} := \{(x_1, \ldots, x_m), x_i \in \mathbb{R}^k\}$, a pre-ranking function $\rho : \mathbb{R}^k \mapsto \mathbb{R}_+$ can be defined as follows:

$$\rho_j = \sum_{i=0}^m I(x_i \preceq x_j),$$

where $I(\cdot)$ denotes an indicator function and the definition of $\preceq$ depends on the definition of data depth used.

Various definitions of data depth have been studied in the data analysis literature including multivariate points Liu (1990), functional data López-Pintado and Romo (2009), isocontours/issosurfaces Whitaker et al. (2013), and multivariate trajectories (Mirzargar et al. 2014; López-Pintado et al. 2014). Recently, Thorarinsdottir et al. (2016) provided a definition of a pre-ranking function based on the concept of functional band depth for $d$-dimensional ensembles. The functional band depth pre-rank function can be defined as follows:

$$\rho_{bd}^{\mathcal{E}}(x) = \frac{1}{d} \sum_{k=1}^d \sum_{1 \leq i_1 < i_2 \leq m} I\left\{ \min\{x_{i_1k}, x_{i_2k}\} \leq x_k \leq \max\{x_{i_1k}, x_{i_2k}\} \right\},$$

where $I$ represents an indicator function, $x_i = (x_{i1}, \ldots, x_{id})$ represents a $d$-dimensional ensemble member, $\{x_{i1}, x_{i2}\}$ represents a random subset of size two from the ensemble, and $m$ represents the size of the ensemble Thorarinsdottir et al. (2016). Likewise, different definitions of data depth can be used to define pre-ranking functions to generate multivariate rank histograms for other datatypes, for instance, to define rank histograms for ensembles of pathlines or isocontours.
The uniformity of the rank histogram is a necessary condition for reliability of an ensemble but it is not sufficient Hamill (2001). Various studies have shown the challenges in using and interpreting rank histograms to evaluate calibration. Hamill et al. (2000) and Hamill (2001) provided interesting scenarios in which the uniformity of the univariate rank histogram is misleading. Most of those scenarios are directly applicable to generalizations of univariate rank histograms. Wilks (2004) reviewed various shortcomings of the MST rank histogram. Thorarinsdottir et al. (2016) showed that generalization of the rank histogram using functional band depth can be insightful to detect miscalibration due to differences in correlation structure of \( d \)-dimensional ensembles. However, the interpretation of different patterns in a multivariate rank histogram should be handled with care.

### 3. Interpreting Multivariate Rank Histograms

In this section, we provide various examples to carefully study some important considerations that bear on the use of multivariate rank histograms with a specific focus on the multivariate rank histograms defined based on the notion of data depth. Our examples focus on demonstrating the similarities and differences between the interpretation of data-depth-based rank histograms compared to a univariate rank histogram and other definitions of multivariate rank histograms.

#### a. Datatype and Invariance Property

An important consideration in using rank histograms is the datatype of the ensemble. Datatype refers to the type of the values in an ensemble (e.g., univariate values, multivariate points, time series, vector values). The datatype of the ensemble has implications for how one can properly define the concept of ordering. This topic has received some attention before. For instance, Gneiting et al. (2007, 2008) defined a multivariate pre-ranking function for multivariate ensembles and demonstrated its application using vector-valued ensembles for wind prediction application (Gneiting et al. 2007, 2008). For two multivariate values \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d \), Gneiting et al. proposed to use the following rule for ordering

\[
\mathbf{x} \preceq \mathbf{y} \text{ if and only if } x_i \leq y_i \text{ for all } i = 1, \ldots, d. \tag{3}
\]

When used for an ensemble of multivariate points, this definition uses the number of points on the lower left side of an ensemble member to represent its pre-rank. Although not explicitly mentioned, this definition has some similarity to the definition of half-region depth defined for ensembles of functions López-Pintado and Romo (2011). The half-region depth uses the region above (epigraph) and below (hypograph) the graphical representation of a function to define an ordering for an ensemble of functions.

Further studies on the pre-ranking function defined in Eq. 3 have confirmed an identifiability problem with this ordering concept before (Pinson and Girard 2012; Thorarinsdottir et al. 2016). From the data-analysis perspective, this pre-ranking function violates an important property called affine invariance. Affine invariance is an important property that needs to be satisfied in order to derive accurate and proper order statistics Serfling and Zuo (2000). Affine invariance means that the ranking should not depend on the underlying coordinate system. In other words, the ranking should not change by affine transformation of the ensemble. The following example demonstrates a simple scenario in which the affine invariance property is violated using Eq. 3.

Consider a bivariate ensemble forecast of size 8 that follows a bivariate normal distribution where one of the variables is constrained to stay positive. Furthermore, assume that the observation is following another bivariate normal distribution (within the same constraint) with the same mean but a smaller standard deviation in one direction. That is, the ensemble forecast is over-dispersed. Figure 1 (a) shows the ensemble and the observations over 2500 realizations. Figure 1 (c) shows the corresponding multivariate rank histogram using Eq. 3. As expected, the multivariate rank histogram is peaked, which indicates the over-dispersion of the ensemble.

We now consider a simple affine transformation of the ensemble. Figure 1 (b) shows the same set of realizations rotated \(-45\) degrees. Figure 1 (d) demonstrates the resultant multivariate rank histograms. Note that the axis-dependent nature of the multivariate pre-ranking function resulted in the sensitivity of the rankings to the orientation of the data. Hence, the rank histogram in this figure shows a different pattern of deviation even though the data has not changed. Figure 2 demonstrates the problem in a simpler setting using a small ensemble.

This problem can be avoided by using a pre-ranking function that satisfies the affine invariance property and provides appropriate ordering for multivariate points. In what follows we provide an introduction to the definition of simplicial depth that is affine invariant. To the best of our knowledge, the concept of simplicial depth has not been utilized to generate multivariate rank histograms before.

#### b. Simplicial Depth

Simplicial depth is one of the traditional and well-studied definitions of data depth for multivariate points (Liu and Singh 1992; Liu 1990; Rousseeuw and Ruts 1996). The formal definition of simplicial depth is as follows:
Let $P$ denote a probability distribution in $\mathbb{R}^d$. The simplicial depth of a point $x \in \mathbb{R}^d$ is defined as the probability that $x$ resides in a random simplex formed by $d+1$ distinct independent random points from $P$ (Liu 1990)

$$D_P(x) = \text{Prob}(x \in B), \quad x \in \mathbb{R}^d, \quad (4)$$

where $B = S_{d+1} := \Delta(x_1, \ldots, x_{d+1})$ is the $d$-dimensional simplex formed by considering the convex hull of $d+1$ random points from $P$. The closer the point is to the center of the distribution, the higher the probability of it being contained in a random simplex. Similarly, the simplicial depth values can be approximated for an ensemble of $d$-variate points as follows:

Given a set of $n$ $d$-variate data points, $\mathcal{E} = \{x_1, \ldots, x_n\}$, consider all possible subsets of size $d+1$ points from the set. There exist $C(n, d+1)$ such subsets where $C(n, k)$ denotes the $k$-combination of a set of size $n$. Construct the simplex formed by each subset and check whether $x$ falls inside that simplex. Then, the empirical simplicial depth value for each $x \in \mathcal{E}$ can be evaluated by replacing the probability in Eq. 4 with an expected value and estimating its value using the sample mean Liu (1990). That is,

$$D_{P_n}(x) = \mathbb{E}[\mathbb{I}(x \in S_{d+1})]$$

$$\approx \binom{n}{d+1}^{-1} \sum_{1 \leq i_1 < \cdots < i_{d+1} \leq n} \mathbb{I}(x \in S_{d+1}), \quad (5)$$

where $\mathbb{E}[\cdot]$ denotes expectation, $\{i_1, \ldots, i_{d+1}\}$ represent a subset of size $d+1$ from the ensemble, $S_{d+1}$ represents the simplex formed by the set of $d+1$ random points from the observations, and $\mathbb{I}(\cdot)$ denotes an indicator function. In other words, the empirical depth value of each observation in this case is the proportion of the simplices that contain $x$.

By sorting depth values one can provide a center-outward ordering of the ensemble. It is important to note that unlike the pre-ranking function defined in Eq. 3, simplicial depth is invariant with respect to affine transformation, and hence, can provide a proper ordering for ensembles of multivariate points. Figure 1 (e-f) demonstrates the multivariate rank histogram for the synthetic example presented earlier. Unlike multivariate rank histograms presented in 1 (c-d), the shape of the rank histogram stays the same after the rotation of the ensemble. Note that the simplicial depth analysis provides a center-outward ordering, and hence, the rank histogram in 1 (e-f) includes many high ranks due to the over-dispersed nature of the ensemble.

In addition to multivariate points, simplicial depth is also suitable to study unit-length vector-valued ensembles. The main intuition for using simplicial depth for vector-valued ensembles is that a unit-length 2D vector is a point on a circle. Therefore, the depth value of a unit-length 2D

---

**Fig. 1.** Synthetic example to study the effect of affine transformation on the multivariate rank histogram proposed by Gneiting et al. (2008). In this example, the ensemble forecast is over-dispersed. (a) The visualization of a bivariate ensemble forecast and the observations over 2500 realizations. The ensemble members are in light gray and the observations are in dark gray. (b) The set of datapoints in (a) is rotated $-45$ degrees. (c) The multivariate rank histogram using the ensemble demonstrated in (a). (d) The multivariate rank histogram using the ensemble demonstrated in (b). Notice that rotation of the datapoints resulted in significant change in the rankings due to the violation of the affine invariance property. Using a proper ordering concept that satisfies affine invariance such as simplicial depth would result in consistency of the rank histogram irrespective of the orientation (or coordinate system). Figure (e) and (f) are identical and demonstrate the rank histogram for (a) and (b), respectively, where simplicial depth has been used for ranking. In comparison to the second column, the rankings are insensitive to affine transformation.
FIG. 2. The pre-ranking function defined in Eq. 3 is not affine invariant. That is, the affine transformation of the data can change the pre-rank values as demonstrated here. The ensemble in the second row is a rotated version of the ensemble in the first row. The pre-rank value for each ensemble member is marked on top of the data point. Note that the pre-rank values represent the number of points that are on the lower left of each ensemble member (including itself). The gray box demonstrates the points that have lower (pre) rank than the point demonstrated by an asterisk. Notice that the rank values for the point demonstrated by an asterisk (and other ensemble members) has changed in the second row.

FIG. 3. The concept of simplicial depth can be used for ordering ensembles of unit-length 2D vectors directly by considering them on a unit circle (i.e., polar representation). An ensemble of four unit-length vectors is shown on the left, and the same ensemble has been represented as points on a circle on the right. A vector is contained among two other vectors if it is on the smallest arc connecting the other two when represented as points on a circle. The solid line on the right hand side highlights the smallest arc between 2 and 4 that contains 3 but not 1.

vector among an ensemble of unit-length 2D vectors can be defined using Eq. 4 where the band $B$ in this case is the arc connecting any two random subsets of the ensemble on a circle (Liu and Singh 1992). Figure 3 demonstrates the concept of containment in a band in this case. Note that simplicial depth is applicable only to unit-length vectors. A proper generalization of the simplicial depth for ensembles of vectors with arbitrary length is an interesting and open problem.

To demonstrate the utility of the simplicial depth for evaluation of vector-valued ensembles, we consider an example similar to the one used by Gneiting et al. for wind prediction (Gneiting et al. 2007, 2008).

Proper prediction of the wind direction requires the simulation to have enough resolution and proper modeling of the topography of a region. Therefore, for a region with complicated topography, a coarse model cannot resolve the wind vector properly. For example, let us assume that we have a narrow valley running east-west so that winds are confined to go mostly east-west at a measuring station in the valley. In a coarse model that does not resolve the topography of the valley properly, winds will be much more homogeneous. Therefore, the ensemble would be over-dispersed compared to the observations.

FIG. 4. Multivariate rank histogram for a synthetic example for wind direction prediction using simplicial depth for pre-ranking.

For this example, consider an ensemble of 2D wind vectors of size 19 following a normal distribution for the angles with a mean value of zero degree and standard deviation of $\frac{\pi}{5}$ and the observation is a random draw from another normal distribution with mean value of zero degree and standard deviation of $\frac{\pi}{10}$. Figure 4 demonstrates the multivariate rank histogram using the notion of simplicial depth for this synthetic example. The rank histogram has been generated over 2500 realizations. The multivariate rank histogram demonstrates the over-dispersive nature of the ensemble forecast correctly. Although this example demonstrates the utility of simplicial depth for 2D wind vectors, a similar concept can be used for higher dimensional vectors, for instance 3D vectors in fluid flow.

It is important to note that simplicial depth and the functional band depth pre-rank function Thorarinsdottir et al. (2016) both satisfy affine invariance, and hence provide proper ordering. However, each of these pre-rank
functions is suitable for different datatypes. Functional band depth pre-rank function Thorarinsdottir et al. (2016) is suitable for time-series and functional values, whereas simplicial depth is suitable for multivariate points and vector-valued ensembles.

c. Identifiability Issue and the DD-Plot

Another important consideration in using multivariate rank histograms is the interpretation of the patterns of deviation, especially for the multivariate rank histograms developed based on the concept of data depth. Forecasters are accustomed to specific interpretation of such patterns. For instance, oftentimes forecasters associate a $\cup$-shaped rank histogram with the presence of under-dispersion or under-prediction. However, such interpretations can result in misleading conclusions when using multivariate rank histograms based on the concept of data depth. Recent work on multivariate rank histograms provided evidence for such misinterpretations (Thorarinsdottir et al. 2016; Wilks 2016).

Before we introduce an alternative graphical inference tool that tackles this problem, we present an example to demonstrate that in comparison to univariate rank histograms, multivariate rank histograms based on the concept of data depth have an inherent identifiability problem for under-dispersed or biased ensembles. We use a synthetic example to demonstrate the typical emerging patterns in a multivariate rank histogram in the presence of bias, over-, and under-dispersion.

In order to generate a nontrivial yet interesting ensemble of functions, we have chosen to use a Gaussian process to define a distribution of functions as

$$f(x) \sim \mathcal{N}(m(x), K(x,x'))$$  \hspace{1cm} (6)

where $m(x)$ is the mean function and $K(x,x')$ is the covariance function. A Gaussian process is fully specified by fixing $m(x)$ and $K(x,x')$. For all examples in this section, we consider the mean function to be zero for simplicity and the covariance function to have the following generic form

$$K(x,x') = \exp(-a|x-x'|^2)$$  \hspace{1cm} (7)

where the parameter $a$ controls the effective correlation length. The independent variable, $x$, can be considered as position or time. We used 32 uniform samples in the interval $[-5,5]$ for the independent variable to represent each function. In order to control the variability of the samples drawn from the Gaussian process, we have chosen to constrain a small set of data points along the sample paths (five points in Figure 5). The constraining points are assumed to be imperfect where the noise associated with each datapoint follows a normal distribution (see Figure 5 for an illustration). We follow the procedure introduced in Williams and Rasmussen (2006, Section 2.2) to sample

from the Gaussian process described above. We generated an ensemble of size 19 by drawing sample paths from the Gaussian process introduced in Eq. 6. We chose $a = 0.4$ when drawing samples for the ensemble and $a = 0.3$ when drawing an observation. In order to generate an over-dispersed ensemble, we chose to use a standard deviation of 0.2 at the constraining points and standard deviation of 0.1 for the observation (see Figure 5). We switched the values of $a$ and the standard deviation at constraining points in order to generate an under-dispersed example. In order to generate an ensemble with bias, we simply shifted the functional values by a constant value of 0.23. We then generated the rank histograms using functional band depth for 2500 realizations.
In comparison to univariate rank histograms, multivariate rank histograms based on the concept of data depth have an inherent identifiability problem for under-dispersed or biased ensembles. The first row demonstrates multivariate rank histograms generated for various types of miscalibration using functional band depth for forecast trajectories. The second row demonstrates the DD-plot for the same experiment. Unlike multivariate rank histograms, the DD-plot can distinguish under-dispersion from bias.

Figure 6 demonstrates the resulting rank histograms. Notice that both under-dispersed and biased ensembles result in a similar pattern in the rank histogram visualization. That is, a sloped rank histogram with numerous low ranks. The similar pattern of the rank histogram for under-dispersed and biased ensembles stems from the fact that unlike univariate sorting, data-depth-based ranking is a center-outward ordering (Thorarinsdottir et al., 2016; Wilks, 2016). Therefore, by definition, the under-dispersion and bias both result in numerous low rankings that are indistinguishable. It is worth mentioning that the same behavior has been reported for the MST rank histogram even though the MST rank histogram does not use a center-outward ordering (Gombos et al., 2007).

An important implication of this behavior is that a sloped multivariate rank histogram with many low ranks needs to be investigated further to better understand the nature of the miscalibration. In addition, a U-shaped multivariate rank histogram can no longer be interpreted as an indicator of under-dispersion or under-prediction. One can easily construct an example in which the combination of over-dispersion and bias can generate a U-shaped multivariate histogram as follows:

Consider a bivariate ensemble forecast generated from a unimodal bivariate normal distribution

$$\mathcal{N}(\mu, \Sigma)$$ where $$\mu = [2, 3], \Sigma = \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix} \, .$$

(8)

Assume that the observation is generated from a mixture model where the observation is a random draw from either of the following two distributions: $$\mathcal{N}_1(\mu_1, \Sigma_1)$$ or $$\mathcal{N}_2(\mu_2, \Sigma_2)$$ with equal probability where

$$\begin{aligned} \mu_1 &= [2, 3] \\ \Sigma_1 &= \begin{bmatrix} 1 & 0.1 \\ 0.1 & 1 \end{bmatrix} \\ \mu_2 &= [2, 5] \\ \Sigma_2 &= \begin{bmatrix} 1 & 0.2 \\ 0.2 & 1 \end{bmatrix} \, . \end{aligned}$$

(9)

Note that the ensemble forecast is over-dispersed compared to $$\mathcal{N}_1$$. Therefore, the observations drawn from $$\mathcal{N}_1$$ will mainly have high ranks. On the other hand, the ensemble is over-dispersed and biased compared to $$\mathcal{N}_2$$, and, hence, the observations from $$\mathcal{N}_2$$ will be assigned
low ranks. Figure 7 demonstrates the multivariate rank histogram using simplicial depth over 2500 realizations. Similarly a \( \cap \)-shaped multivariate rank histogram should not be interpreted as over-prediction (or over-dispersion) without further study of the nature of miscalibration.

The identifiability problem discussed above is a major drawback to multivariate rank histograms, and in particular, the center outward ordering introduces a unique identifiability problem for the data-depth-based multivariate rank histograms. However, the identifiability issue can be alleviated by augmenting a multivariate rank histogram with another data-depth-based diagnostic visualization called the DD-plot.

**DEPTH-VERSUS-DEPTH (DD) PLOT**

The depth-versus-depth (DD) plot is a graphical inference tool that has been proposed in the statistical literature in order to graphically compare two ensembles and correspondingly the underlying distributions (Liu et al. 1999; Li and Liu 2004). Similar to rank histograms, specific patterns in the DD-plot indicate specific kinds of differences between two ensembles, such as the presence of bias, over- or under-dispersion, and differences in the skewness and kurtosis. The definition of the depth-versus-depth (DD) plot is as follows:

Consider two ensembles in \( \mathbb{R}^d \): \( \mathcal{E}_1 = \{x_1, \cdots, x_n\} \) and \( \mathcal{E}_2 = \{y_1, \cdots, y_m\} \). Each of these ensembles has its corresponding underlying probability distribution, \( F \) and \( G \), respectively. A combined sample, \( \mathcal{E}_1 \cup \mathcal{E}_2 \), can be considered as pooling all the members from \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \). If \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) have distinct members, \( \mathcal{E}_1 \cup \mathcal{E}_2 \) has \( m+n \) elements. For each element in the combined sample, we can compute two depth values under the two corresponding empirical distribution \( F_n \) and \( G_m \). By plotting the depth values of the combined sample, under the two corresponding empirical distribution, we can graphically compare two ensembles (or distributions). More specifically, the DD-plot can be defined as in Liu et al. (1999)

\[
DD(F_n, G_m) = \{(D_{F_n}(x), D_{G_m}(x)), x \in \mathcal{E}_1 \cup \mathcal{E}_2 \}, \quad (10)
\]

where \( D_{F_n}(x) \) and \( D_{G_m}(x) \) correspond to empirical depth values with respect to \( F \) and \( G \), respectively. Note that the DD-plot is always a subset of \( \mathbb{R}^2 \) irrespective of the dimensionality of the original ensemble. It is easy to conclude that if \( F = G \), the data depth values would be similar under each distribution and, hence, the plot of the depth values would closely follow the diagonal line from \((0,0)\) to \((1,1)\) in \( \mathbb{R}^2 \). Figure 8 demonstrates the typical patterns in the DD-plot that are of interest for the evaluation of calibration.

The second row in Figure 6 also demonstrates the DD-plot visualization for the Gaussian process example described earlier using the functional band depth to compute the data depth values. In this case, \( \mathcal{E}_1 \) corresponds to the forecast ensemble and \( \mathcal{E}_2 \) corresponds to the observations. One can notice that unlike the multivariate rank histogram, the DD-plot results in patterns consistent with Figure 8 and can easily distinguish bias from under-dispersion.

In addition to bias, under- and over-dispersion, the DD-plot is capable of revealing differences in skewness and kurtosis (Liu et al. 1999). Unlike previous patterns, revealing the difference in skewness and kurtosis requires the two ensembles to have the same location or center (i.e., removal of any bias) and similar scale or dispersion. To demonstrate this capability of the DD-plot, we consider ensembles of bivariate points for which the notion of scale or dispersion is well-defined (Liu et al. 1999). Figure 10 (a) demonstrates the DD-plot where the two ensembles have different skewness. For the first ensemble \( \mathcal{E}_1 \), we used 500 realizations from a log-normal distribution with the mean value of \((0,0)\) and the standard deviation of \( \delta = 1 \), and for the second ensemble \( \mathcal{E}_2 \), we used 500 realizations from a log-normal distribution with the mean value of \((0,0)\) and the standard deviation of \( \delta = 0.2 \). These two ensembles have different skewness. After equalizing the scale of the two ensembles using the procedure proposed in Liu et al. (1999, Section 2), we used simplicial depth to produce the DD-plot. There exists some similarity between the DD-plot in Figure 6 (over-dispersion) and the DD-plot in Figure 10 (a). In both cases, the points are above the diagonal line. However, unlike the over-dispersed case, in the presence of skewness difference, the points no longer form a half-moon shape and are scattered asymmetrically. That is, the values are more spread towards the lower left corner of the DD-plot.

To demonstrate the case in which the ensembles have different kurtosis, we have chosen 500 realizations from a uniform distribution for \( \mathcal{E}_1 \) and 500 realizations from a bivariate Gaussian distribution with the mean value of \((0,0)\) and the standard deviation of one for \( \mathcal{E}_2 \). The DD-plot corresponding to these two ensembles using simplicial depth has been depicted in Figure 10 (b). In this case, the points on the left (i.e., lower depth values) are shifted to one side of the diagonal line. As we move towards the right side of the DD-plot (i.e., higher depth values), the points are following the diagonal line more closely. The patterns revealed in Figure 10 are consistent with the patterns provided for skewness and kurtosis differences in Liu et al. (1999).

Finally, the DD-plot is also less sensitive to ensemble size compared to rank histograms. The finite size of an ensemble can cause serious issues for the interpretation of a rank histogram (Hamill 2001). Figure 9 demonstrates an example where both the ensemble and observations are random draws from a single Gaussian process. Notice that the DD-plot demonstrates the calibrated nature of the ensemble with only 200 realizations, whereas the rank histogram is far from uniform even with 800 realizations. It
Each ensemble for this example is of size 200 drawn from a bivariate Gaussian distribution, and simplicial depth was used to generate the DD-plot. Specific patterns in the DD-plot are associated with specific differences between the two ensembles.

The multivariate rank histogram and the DD-plot visualization of ensemble forecast trajectories and observations drawn from the same Gaussian process. The plots in the first row were generated using 200 realizations and the plots in the second row were generated using 800 realizations. Note that the DD-plot in both cases suggests the calibration of the ensemble forecasts with the observations, whereas the rank histogram fails to reveal the calibration due to sensitivity to the sample size.

is important to note that both the DD-plot and rank histogram use data depth. However, the goodness-of-fit to a uniform distribution (i.e., the underlying building block of a rank histogram) requires a large sample size to insure the reliability of a rank histogram (Elmore 2005).

4. Application to Real Ensemble Data

In this section, we demonstrate the identifiability issue of the multivariate rank histogram discussed in Section 3 for wind direction forecasts and observations for the Olympia, Washington airport. The observations are from the hourly National Weather Service ASOS facility at the airport. The ensemble forecasts are from the NCAR experimental real-time convection-permitting ensemble prediction system (Schwartz et al. 2015; Sobash et al. 2016). An ensemble of 10 forecasts using a 3km resolution WRF model is initialized every day at 00GMT and forecasts are available hourly out to a lead of 48 hours. For the verification example here, all lead-times are lumped together into a single verification. When there are no missing observations, each ensemble forecast leads to the computation of 49 rank values including the initialization (analysis) time.

The DD-plot reveals different patterns in the presence of (a) skewness difference and (b) kurtosis differences. The skewness difference looks similar to the over-dispersion pattern. However, in the presence of skewness, the points no longer form a half-moon shape and are more spread towards the lower left corner of the DD-plot. In the presence of kurtosis difference, the points on the left are shifted to one side of the diagonal line. As we move towards the right portion of the DD-plot, the points are following the diagonal line more closely.

The DD-plot reveals different patterns in the presence of (a) skewness difference and (b) kurtosis differences. The skewness difference looks similar to the over-dispersion pattern. However, in the presence of skewness, the points no longer form a half-moon shape and are more spread towards the lower left corner of the DD-plot. In the presence of kurtosis difference, the points on the left are shifted to one side of the diagonal line. As we move towards the right portion of the DD-plot, the points are following the diagonal line more closely.
The evaluation period begins at 00GMT on 20 January 2016 and extends through 11 July 2016. We restrict our analysis during this period to hours for which there existed a valid wind observation value (i.e., we have eliminated the hours corresponding to missing data). There were approximately 2700 hourly observations during this period.

Figure 11 (a) shows the corresponding multivariate rank histogram using the simplicial depth pre-ranking function. Note that the rank histogram is highly one-sided, and suggests that the ensemble forecast is not calibrated. However, the nature of miscalibration is not clear in this case (see Section 3). The misclassification can be due to underdispersion or bias. Figure 11 (b) depicts the DD-plot visualization of this data set. By comparing the pattern in Figure 11 (b) to Figure 8, it is easy to conclude that the miscalibration is a result of the presence of significant bias in the ensemble. Visualizing the wind direction angles histogram also demonstrates the presence of significant bias in the ensemble forecast (see Figure 12).

5. Conclusion
This paper studied and evaluated various properties of data-depth-based multivariate rank histograms. We first reviewed an important property a pre-rank function must satisfy in order to provide accurate rank statistics. We also reviewed various patterns that emerge in the presence of miscalibration and the identifiability issue of multivariate rank histograms. We proposed to complement the multivariate rank histogram using a well-known multivariate statistics inference tool based on rank statistics called the DD-plot (depth-versus-depth) to alleviate the identifiability issue of multivariate rank histograms. Unlike the multivariate rank histogram, the DD-plot does not have an identifiability problem in the presence of bias or underdispersion. Finally, we validated the relevance of the stud-
ies provided by demonstrating the identifiability issue using observed and forecasted wind directions at a specific US Pacific Northwest station.

This paper studied and evaluated multivariate rank histograms from a qualitative and visual representation point of view based on the patterns that emerge. However, an interesting line of future work would be to conduct more quantitative studies in order to ensure the reliability of a multivariate rank histogram based on the notion of data depth.
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