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Abstract. A primary mode of operation of ATP systems is to supply
the system with axioms and a conjecture, and to then ask the system
to produce a proof (or at least an assurance that there is a proof) that
the conjecture is a theorem of the axioms. This paper challenges ATP to
a new mode of operation, by which interesting theorems are generated
from a set of axioms. The challenge requires solutions to both theoretical
and computational issues.

1 Introduction

Automated Theorem Proving (ATP) deals with the development of computer
programs that show that some statement (the conjecture) is a logical conse-
quence of a set of statements (the axioms). ATP systems are used in a wide
variety of domains: many problems in mathematics have been tackled with ATP
techniques, software and hardware have been designed and verified using ATP
systems, and applications to the WWW seem possible. In all of these applica-
tions, a primary mode of operation is to supply an ATP system with the axioms
and a conjecture, and to ask the system to produce a proof (or at least an assur-
ance that there is a proof) that the conjecture is a theorem of the axioms. Full
automation of this task has been highly successful when the problem is expressed
in classical 1st order logic, so that a proof by refutation of the clause normal form
of the problem can be obtained. There are some well known high performance
ATP systems that search for a refutation of a set of clauses, e.g., Gandalf [Tam],
SPASS [WBH102], E [Sch02a], Vampire [RV02]. The Grand Challenge presented
in this paper is suitable for ATP systems for any formal system, but will be pre-
sented in terms of ATP systems for classical 1st order logic, and henceforth all
discussion is in that context.

ATP systems have made some noteworthy contributions to mathematics
[SFS95,McC97], are used in real-world applications [Sti94,Sch02b,CHMO02], and
there is empirical evidence of progress in ATP [SFS01]. Successes of ATP sys-
tems have to be viewed in the context of the super-exponential growth of the
search space of ATP systems, which is O(NumberOfFormulaezswmhdmh). The
successes are testiment to the heuristics that guide the search towards a proof
(in refutation based systems, towards the derivation of a contradiction). With-
out such targeted search, one might suspect that ATP systems would be of little



use to man or beast. Some might even claim that current state-of-the-art ATP
systems are capable of proving only an exceptional few interesting theorems.
While the huge search space of ATP systems is part of their challenge, it is also
the source of the Grand Challenge presented in this paper.

The logical consequences of a set of (non-contradictory) axioms form the
theory of those axioms. In such a theory there are many boring theorems, and
scattered amoung them there are a few interesting ones. The few interesting ones
include those that are singled out as theorems by human experts in the domain.
Although humans identify many interesting theorems (of a given set of axioms),
it seems inevitable that there are more out there. Our Grand Challenge is to use
ATP to generate and identify these unnoticed interesting theorems.

If an ATP system is given a set of axioms (and infinite resources) it may
generate (all) the theorems of the axioms. In order to output only interesting
theorems, modifications will be necessary. The modifications may be in the form
of internal guidance to prevent or reduce the generation of boring theorems, or in
the form of post-processing filters that identify interesting theorems in the output
stream. If such modifications can be designed and implemented, the resultant
tool may be able to discover new interesting theorems of a set of axioms. Such a
system will be proactive in the theorem discovery and proof process, rather than
reactive, as ATP systems are now. They will, it might be said, become part of
the problem rather than part of the solution.

The notion and a drive for automated discovery in science, including the use
of ATP systems, is not new [Lan98,Col01]. Newell and Simon predicted [SN58]
that a computer would discover and prove an important maths theorem, Alan
Bundy placed discovery in his “DReaM” (the acronym for his research group,
“Discovery and Reasoning in Mathematics”), and Bob Kowalski has expressed
the opinion that it is “more important to discover the right theorems than to
prove unimportant ones” [Kow]. ATP systems have been used, e.g., to discover
proofs of open conjectures [McC97,S1a02], to discover new axiomatizations of
theories [Hod98,Wos01,MVF*02], to investigate plane geometry [BSZC93], and
to test automatically generated conjectures in mathematics [Zha99,Col02]. In
all these applications the ATP systems have been used as assistants to prove
conjectures that are generated using other techniques. That contrasts with the
approach proposed in this Grand Challenge, in which the ATP systems will them-
selves discover new theorems, and other techniques may be used to determine
whether or not the theorems are interesting.

This Grand Challenge of discovering new interesting theorems is not one
that can be easily met (see Section 3). However, any short term successes can
make an immediate contribution to the advancement of ATP: The development
and testing of ATP systems is somewhat dependent on the availability of test
problems that are somehow representative of applications. At present the TPTP
problem library [SS98] is a de facto standard for testing ATP systems (it in-
cludes, amoung others, many theorems that have been idenitifed as interesting
by humans). In order for the TPTP to continue to be effective it is necessary
to regularly add new problems to the TPTP, so that systems do not become



over-tuned to solving problems in the TPTP. Since the first release of the TPTP
in 1993 it has grown from 2295 problems in 23 domains, to the current 6672
problems in 30 domains. Despite this reasonable long-term growth, some years
have been leaner than others, and consistent significant growth would make the
TPTP a more valuable resource. Any new theorems produced in partial answer
to this Grand Challenge can be added to the TPTP, which will be of immediate
benefit to ATP system developers. It is necessary that the theorems be difficult
(in the TPTP sense [SS01]) for state-of-the-art ATP systems.

2 Automatic Conjecture and Theorem Creation

There are at least four ways in which new conjectures and theorems can be
created, including the approach proposed in Section 1.

The first approach, the inductive approach, is often used by humans. Upon
observing many similar events, people often induce a general conjecture. For
example, noting that the prime numbers 5, 7, 11, 13 are all odd, the general
conjecture that all prime numbers are odd may be made. An attempt is then
made to prove (or disprove) the conjecture, and if disproved, modifications may
be made, e.g., that all prime numbers greater than 2 are odd. Such reparation of
faulty conjectures is described in [Lak76], and a project to automate such tasks
is described in [PCSLO1]. The inductive approach has the advantage of being
stimulated by observations in reality, but has the disadvantage that the rule
used to produce the conjectures, induction, is unsound. As a result, many of the
conjectures produced are non-theorems, and effort is expended finding disproofs.
In some cases a disproof many be hard to find, and a conjecture remains open,
possibly considered in folklore to be a theorem, for a considerable period. An
example is the conjecture that P # NP.!

The second approach, the generative approach, is an extension of the induc-
tive approach. There are various ways in which the generative approach can
proceed. The simplest form of generation is syntactic, in which conjectures are
created by mechanical manipulation of symbols, e.g., [Pla94]. The MCS system
[Zha99] generates conjectures syntactically and filters them against models of
the domain. A more intelligent, semantically based, approach is taken by the
HR system [Col02]. HR starts with an initial set of concepts — supplied with
both a set of examples and a definition — and some axioms that relate the con-
cepts. It then iteratively invents new concepts based on previous ones, and uses
the examples of concepts to check for empirical relationships between the con-
cepts. Such relationships are stated as conjectures and are passed along with
the axioms to an ATP system to test for theoremhood. Conjectures that pass
the filtering are sent to an ATP system to test for theoremhood. Like induction,
generation is unsound. However, if the rules by which the generation is per-
formed are sufficiently conservative then this approach may generate a higher
fraction of theorems than the inductive approach. The effectiveness of just the

1 One could argue that unproved conjectures found inductively, such as Goldbach’s
conjecture and Fermat’s last theorem, are very advantageous to mathematics.



generation functions used in HR is illustrated by an empirical study in which
all 46186 group theory conjectures generated were proved to be theorems, and
of those 184 were added to the TPTP [CS02]. Note that this was just an initial
study of HR’s ability to find conjectures of difficulty for theorem provers, and no
measures were used to filter the conjectures. A more sophisticated application
of HR to conjecture generation is described in [ZFCS02].

The third approach, the manipulative approach, generates conjectures from
existing theorems. An existing theorem is modified by operations such as gener-
alization, specialization, combination, etc. This approach is used in abstraction
mapping, which converts a problem to a simpler problem, and uses a solution
to the simpler problem to help find a solution of the original problem [Pla80].
Manipulation of ATP problems has also been used to produce new problems
for testing the robustness of ATP systems’ performances [Vor00]. An advan-
tage of the manipulative approach is that if the manipulations are satisfiability
preserving, then theorems, rather than conjectures, are produced from existing
theorems. However, the conjectures produced by the manipulative approach are
typically artificial in nature, and therefore uninteresting.

The fourth approach, the deductive approach, is that proposed in this paper.
It generates only theorems consequences, and may or may not use internal mech-
anisms to guide the generation towards interesting theorems. The advantage of
this approach is that every output is known to be a theorem. The disadvantage
is that many boring theorems will be generated. A major part of the challenge
is to overcome this tedium, so that boring theorems are either not generated or
are discarded internally. The deductive approach, like many functions performed
by computers, is one that cannot be realistically adopted by humans. The large
number of logical consequences that need to be considered would swamp the
ponderous human brain. It is only the capability of high-speed computing that
makes this approach viable. To paraphrase Emma Lazarus’ words [Laz83], com-
puters happily accept “your boring, your trivial, your huddled theorems who
yearn TPTP”.

3 Attacking the Challenge

Using the deductive approach to discover new interesting theorems is a significant
computational challenge. Goal directed theorem proving, e.g., the search for the
empty clause in CNF refuation based ATP, provides some obvious opportunities
for pruning and ordering the search space. In contrast, pruning and ordering so
as to ignore boring theorems and to discover interesting theorems early in the
search, seems to be a more difficult task - if ATP systems have any difficulty
with deducing a target formula, removing the target is going to make things
worse. Interesting theorems may be widely distributed in the space of logical
consequences of a set of axioms, and a search through a larger fragment of that
space seems likely to be necessary.

As a basis for a first attack on this challenge, a filtering approach is being
implemented. It is already possible to have a CNF based ATP system generate



a stream of logical consequences, filtered so that no generated formula is sub-
sumed by an earlier one. These logical consequences can then be assessed for
interestingness. Several filters are being considered:

Non-obviousness requires a theorem to be reasonably difficult to prove. This
can be measured from the size of its proof tree, or the time taken for its proof.
It may be the case that the derivation that created a theorem is significantly
non-minimal. A directed search for a smaller derivation may lead to a theorem
being given a higher measure of obviousness than it initially received.

Novelty requires that a theorem is non-tautologous and non-redundant with
respect to other theorems and the axioms. This includes subsumption checking,
and ensuring that a theorem is not easily proved from the axioms and any of its
descendants.

Surprisingness measures new relationships between concepts. In the logic for-
malism, one way to measure is to examine the extent to which new combinations
of predicate and functions symbols occur in a theorem.

Intensity measures the extent to which a theorem summarizes the informa-
tion contained in the axioms from which it is deduced. A naive possibility is
to consider the ratio of the symbol count of the theorem and the symbol count
of the axioms (symbol counting is a common heuristic used for evaluating the
quality of a clause in ATP systems [SM96]). More complex measures involve con-
sideration of the structure of the proof tree leading to the logical consequence.
One idea which seems to warrant further attention is to rate a formula by the
average branching factor of the formula’s proof tree. This measures “bushiness”
of the proof tree. Initial empirical tests of this measure against the instincts of a
mathematician seems to correlate bushiness with interestingness. A related no-
tion is the axiom dependency of a theorem, which measures the number of axioms
required to prove the theorem. Given a set of axioms for a domain, a particular
theorem may be provable using only a subset of those axioms. For instance, in
group theory, various theorems are provable using only the identity axiom. One
could argue that such theorems are more general, hence more interesting. How-
ever, it seems more likely that if you were using a theorem generation program
to discover theorems in group theory, then the theorems which are not true of a
more general algebra would be more interesting. A good example of a theorem
in group theory requiring all the axioms to prove it is: Va (a * a = a < a = id).

Usefulness measures how much a theorem may contribute to the proof of fur-
ther theorems, i.e, its usefulness as a lemma. There have been several efforts to
identify relevant lemmas produced by ATP systems, especially for model elmi-
nation based systems, e.g., [Fuc00,DS01]. The focus of those efforts is different
from that here, their aim being to identify lemmas that will contribute to the
completion of a search for a refutation. Despite this difference, it may be possible
to adapt the underlying ideas to identifying interesting theorems. The identifi-
cation of interesting lemmas has also been investigated for proof presentation
purposes [DS96]. Another way to measure usefulness of implications may be to
generate a suite of models of the axioms, and determine the fraction of models
that make the antecedent true.



Comprehensibility estimates the effort required for a user to understand the
theorem. Theorems with many or deeply nested structures may be considered
incomprehensible.

Applicability measures the number of objects of interest to which a theorem
applies. For instance, suppose we have this number theory theorem:

YV X (iseven(X) Aisprime(X) — isodd(sum_of _divisors_of(X)))

The left hand side of this theorem states that X is an even prime, which is only
true of the number 2. Hence this theorem scores low for applicability because it
boils down to saying that the number 3 (the sum of divisors of 2) is odd.

Interestingness in theorem discovery is a highly subjective thing. The final
arbitration as to the interestingness of a theorem must be left to human experts.
It will be necessary to be wvery selective about which theorems are presented
for consideration, as a stream of boring theorems will soon leave the arbitrators
disillusioned, and will leave the generator without arbitrators. The difficulty
will include predicting whether a theorem will turn out to be interesting. The
worth of a theorem may not become obvious for some time, perhaps even years,
and theorem generation programs have to predict this worth. Such prediction is
notoriously difficult.?

Most of the above measures of interestingness apply as much to open con-
jectures as to proved theorems. Moreover, measures such as novelty, surpris-
ingness, usefulness, comprehensibility, axiom dependency and applicability have
been identified elsewhere in the literature (in particular [CBWO00)]). Indeed, these
measures have been implemented in the HR system, as described in chapter 10
of [Col02].

Given the above considerations, Figure 1 shows a reasonable architecture for
a system that discovers interesting theorems. The logical consequences generated
by the ATP system are filtered at runtime to reduce the number to a manageable
level. Techniques used here have to be very quick so as to cope with the stream of
production. They include requiring a minimal proof tree size (an aspect of non-
obviousness), minimal intensity, and exclusion of easily identified tautologies (an
aspect of novelty). The results are stored in secondary storage. When sufficient
logical consequences have been stored the ATP system is stopped, and static
filters are used to reduce the number of stored formulae. Techniques used here
include further non-obviousness, applicability, and novelty checks. Once filtered
the logical consequences are ranked in order of interestingness for presentation to
the user. Measures used here include intensity, suprisingness, comprehensibility,
and usefulness.

4 Conclusion

A Grand Challenge for ATP has been described: Use ATP systems to discover
interesting theorems of the axioms of a domain. Additionally, for theorems to be

2 Would Diophantine equations have been so studied if Fermat had left a proof of his
so-called “Last Theorem” in the margin of his book?



Fig. 1. System Architecture

added to the TPTP, they should be difficult for ATP systems. This challenge
can be approached incrementally:

— Generate theorems.

— Generate theorems that are difficult for ATP systems to prove.

— Generate theorems that are interesting to humans.

Generate theorems that are interesting to humans and difficult for ATP

systems to prove.

— Generate theorems that are interesting to humans and difficult for humans
and ATP systems to prove.

Progress past the first of these is certainly possible, and progress to the last will
be a wonderful success.

The UK Computing Research Committee has proposed a set of criteria for
assessing grand challenges in computing [GC-], which can be applied to grand
challenges in automated reasoning. Does this Grand Challenge meet these?

1. It arises from scientific curiosity about the foundation, the nature or the
limits of the discipline.
Although some theorems are proved out of commercial or other mundane
need, the search for interesting theorems is largely a scientific endeavour.
The theorems that may be generated by ATP in response to this challenge
are not specifically of interest to ATP research. Rather, it is a challenge to
see whether or not such theorems can be generated automatically.

2. It gives scope for engineering ambition to build something that has never
been seen before.
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The development of ATP systems is not new, and some of the techniques
proposed for filtering out boring theorems have been tried and tested. The
use of these in combination to find interesting theorems is new. Further, the
development of techniques that will internally guide ATP systems towards
interesting theorems will be a new feature of ATP systems.

It will be obvious how far and when the challenge has been met (or not).
Human arbitration of the interestingness of the theorems produced will mea-
sure progress and Success.

It has enthusiastic support from (almost) the entire research community,
even those who do not participate and do not benefit from it.

Not yet ... in fact, only a tiny proportion of automated reasoning researchers
have addressed the question of discovering theorems, rather than proving
known theorems.

It has international scope: participation would increase the research profile
of a nation.

Not yet ...

It is generally comprehensible, and captures the imagination of the general
public, as well as the esteem of scientists in other disciplines.

The idea is simple, and comprehensible to anyone who has ever had to prove a
high school geometry theorem. The possibility of a computer inventing some-
thing new has long been a matter of debate between proponents and critics of
artificial intelligence [Dre79]. Success here would weigh heavily in that de-
bate, and would be of direct interest to the AI community and to those from
the domain of the theorems.

It was formulated long ago, and still stands.

Automated discovery in science is not a new idea (although I came up with
this specific instance in the shower last week), and the challenge of generating
theorems has been identified previously, most notably in [Col01].

It promises to go beyond what is initially possible, and requires development
of understanding, techniques and tools unknown at the start of the project.
At this stage only the first level of challenge (as itemized above) can be met.
Current understanding of what makes a theorem interesting, rather than sim-
ply true, will be extended and refined. Effective implmentations of filtering
and search techniques will have to be developed. Appropriate interfaces be-
tween ATP systems, filtering systems, and human arbitrators, will have to
be designed.

It calls for planned co-operation among identified research teams and com-
munities.

There is scope and necessity for cooperation between the ATP community
and experts from the domains of application.

It encourages and benefits from competition among individuals and teams,
with clear criteria on who is winning, or who has won.

The organizers of the annual CADE ATP System Competition [Nie02] have
discussed the design of a competition for the submission of the “most in-
teresting ATP problem”. Some of the adjudication would be subjective, and
done by human experts, while some would be based on empirical testing of the
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problems on ATP systems. These ideas may be further developed to evaluate
success in meeting this challenge.

It decomposes into identified intermediate research goals, whose achievement
brings scientific or economic benefit, even if the project as a whole fails.
The application of existing criteria, and the development of new criteria,
for recognizing a theorem as “interesting” will be interesting in their own
right, even if they cannot be used successfully to filter the output of ATP
systems. A deeper understanding of the structure of ATP systems’ search
spaces, resulting from attempts to guide ATP systems towards generating
interesting theorems, would be valuable to ATP in general.

It will lead to radical paradigm shift, breaking free from the dead hand of
legacy.

Using ATP systems to generate theorems, rather than find proofs for theo-
rems, is a departure from their common usage.

It is not likely to be met simply from commercially motivated evolutionary
advance.

Current commercial applications of ATP aim to find proofs and models. At
this point in time there is no apparent commercial demand for the generation
of interesting theorems.

Working on this challenge will be a pleasure and a virtue, because, as Bob

Boyer remarked about working on open problems, it is impossible to cheat.
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